
DRAM HW requirements: Status update

Documents:

• Estimation of hardware requirements for data reduction with Mantid at 
ESS (Simon)

• Report on the data volume and rate during a ToF imaging experiment 
(Manuel)

• Confluence:
• UX: Data processing infrastructure (Thomas)
• CPU requirements (Torben, Wojtek)



Data reduction

• Comprehensive report compiled by Simon

• 3 modes of operation:
1. Live-reduction (online):

• Threaded version, can handle most cases on a powerful workstation.
• MPI version will be needed in order to handle all cases (not implemented yet).

2. Interactively through GUI using threading
1. Poor performance
2. Typical #cores ~10
3. ~5 simultaneous sessions per instrument

3. Script based using MPI
1. Scales well



User requirements
Compromize	between good UX	and	feasibility for	offline MPI	runs:

<=>?@ABCDE = max
<=@E
5 , 30 sec

+ upper limit for very slow experiments.
In practice reduction time is given by:

And memory by:



Examples of hardware requirements
ESTIA DREAM



There are still many uncertainties

• Notably MAGIC and DREAM but also …

• ~ 3 months of effort to get this far

Regardless, we will have large uncertainties until we are in operation. 
We thus need a strategy for how to handle this!



Input to required hardware for data analysis 

• Feedback from Instrument scientist:
• LoKI
• ESTIA
• BiFrost
• ODIN

• Instrument scientists were asked to estimate the required compute 
capacity needed for their beamline

• See Confluence page for details:

https://confluence.esss.lu.se/display/DAM/CPU+requirements


General req. Post analysis Workflow
0.5 users /day 10 cluster users / day Live data - Yes

SasView 10  simultaneously 

cluster users / day

Iterative analysis

1-16 CPU 16-32 CPU (total)

Data file:

small

General req. Post analysis Workflow
100 experiments 

/ day *

5-10 cluster users / 

day

Live data - Yes

GenX

BornAgain

1-5  simultaneously 

cluster users / day

Iterative analysis

8-32 CPU Max 98 CPU (total)

Average 4 CPU

Data file: 

0.1 MB-1 MB

LoKI ESTIA-Specular

* Distribution: per day: 10 (25%) / 30 (15%)/ 100(50%) / 1000 (10%)

ESTIA-Others
General req. Post analysis Workflow
5 experiments / 

day 

1 cluster users / day Live data - Maybe

BornAgain 1  simultaneously 

cluster users / day

Iterative analysis

16 - max CPU

Average 32 CPU

Full node

Average 8 CPU

Data file: 

0.1 GB – 1 GB

Typical running device: laptop/workstation Typical running device: laptop/workstation

Typical running device: cluster

Bifrost
General req. Post analysis Workflow
1-2 experiments 

/ week

2 cluster users / day Live data – Yes 

Imperative

NO main analysis 

software for INS

2 simultaneously 

cluster users / day

Iterative analysis

Max ?? CPU (total)

Average ???  CPU

Data file: 

20 MB – 5 GB

Typical running device: laptop - workstation - cluster



ODIN



What to do for analysis?

• Define one or a few standard analyses for each instruments, 
• impose the same requirements as for reduction and estimate #cores

and #RAM

However, large uncertainties will remain. A strategy for how to handle
this will be required.

Everything is work in progress, e.g. still need estimations for data 
storage
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