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Multiple-choice questions are frequently used in college classrooms as part of student
assessment. While multiple-choice assessments (compared to other formats such as
constructed response) seem to be the preferred method of testing by instructors and
students, their effectiveness in assessing comprehension in college courses is some-
times called into question. Research has shown that there are ways to optimize the
construction and use of multiple-choice testing to benefit college classroom instruction
and assessment, student learning, and performance, and to more efficiently utilize
instructor’s time and energy. This teacher-ready research review provides an overview
of the research on utilizing multiple-choice questions as well as some tips on using,
writing, and administering multiple-choice questions during assessments. We also
summarize the benefits and potential issues with using multiple-choice questions
including concerns about cheating, ways to detect and deter cheating, and testing issues
and strategies unique to online formats. We hope that this short review will be helpful
to instructors as they prepare courses and assessments and further encourage the use of
empirical data in pedagogy related decision-making.
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Multiple-choice questions are commonly
used for assessment in college classrooms. In-
troductory and lower-level courses are espe-
cially likely to feature quizzes and exams that
contain at least some multiple-choice items as
class sizes tend to be larger. Efficiency in grad-
ing tests is also one reason multiple-choice is
utilized in standardized testing for placement
into college and graduate school. Research in-
dicates that instructors may have a preference
for multiple-choice exams not only because it
makes administering and grading the exam sim-
pler, but because it allows for objective and
consistent grading (Simkin & Kuechler, 2005;
Zeidner, 1987). Students also tend to prefer
multiple-choice questions due to reduced in-
structor bias and because they consider multi-

ple-choice question exams to be easier since
they can choose answers based on the process of
elimination (Simkin & Kuechler, 2005;
Struyven, Dochy, & Janssens, 2005; Tozoglu,
Tozoglu, Gurses, & Dogar, 2004; Zeidner,
1987). This preference by instructors and stu-
dents for multiple-choice exams has led to high
use of multiple-choice testing in college. De-
spite the preference by many instructors and
students for this format, multiple-choice ques-
tion assessments are sometimes called into
question regarding their ability to assess com-
prehension (Ozuru, Briner, Kurby, & McNa-
mara, 2013).

In this teacher-ready research review, we
summarize and discuss the literature on multi-
ple-choice testing (focusing on assessment,
feedback, and efficiency), highlight valid con-
cerns, and provide tips for attenuating or by-
passing potential issues (see Table 1 for some
highlights). These tips are by no means exhaus-
tive, and other reviews of multiple-choice test-
ing and strategies exist, perhaps most notably
Haladyna, Downing, and Rodriguez’s (2002)
taxonomy of 31 multiple-choice item-writing
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guidelines. This review outlines some of their
key points but also provides further information
based on more recent empirical literature. In
addition, this review also addresses multiple-
choice testing and optimization specifically in
the context of online assessments (e.g., in online
or hybrid courses).

Assessment

Effectiveness and Assessment Quality

Constructed-response exams consist of ques-
tions where the test-taker needs to produce an
answer rather than selecting from provided op-
tions (as per multiple-choice exams). These con-
structed-responses products may be short such as
with fill-in-the-blank or longer such as with short
answers and essays. Compared to constructed-
response exams, multiple-choice exams can be

effective, yielding similar test scores (e.g., Hick-
son, Reed, & Sander, 2012) or even higher test
scores (e.g., Park, 2010). Multiple-choice testing
has been shown to positively enhance retention of
the material that is tested (a testing effect) and to
boost performance on later tests (see Marsh, Roe-
diger, Bjork, & Bjork, 2007, for a review). Stu-
dents also report that multiple-choice questions
bolster confidence and self-esteem and are useful
for learning basic concepts (Douglas, Wilson, &
Ennis, 2012). It is important to note however that
one reason students may typically prefer multiple-
choice questions is because they perform better on
them than on short-answer questions, which may
provide misinformation to instructors about true
student learning (e.g., Funk & Dickson, 2011).

Multiple-choice questions may improve
quality of testing as it enables test-givers to
ask a greater number of questions on a

Table 1
Optimizing Multiple-Choice Question Testing

Domain Optimization techniques

Assessment quality Utilize questions designed for higher-order cognitive assessment.
Discourage students from guessing and/or utilize methods of scoring that penalize

guessing.
Improve quality of exams by conducting item analyses.
Utilize collaborative testing when appropriate.

Fairness Use questions that are clearly written.
Write questions that cover a broad range of topics.
Use questions that are consistent with the syllabus.
Inform students about the knowledge to be assessed.

Feedback Utilize elaborative feedback.
Timing (i.e., immediate or delayed) of feedback should be based on difficulty level of item

and context of the assessment.
Give students opportunities to self-correct.
Provide elaborate and timely feedback for online assessments using software.
Solicit feedback on assessments from students.

Formatting and content Utilize 3-choice items.
Avoid questions that use negatives.
Avoid multipart and giveaway questions.
Avoid “none of the above” questions.
Avoid composite answers such as “A and B but not C.”
Avoid “all of the above” questions.
Choices should be parallel in structure and equal in length.
Question stems should be as short as possible, but contain all relevant information.
Randomize answer positions.

Cheating countermeasures Use alternate test forms.
Utilize alternate or assigned seating for assessments.
Provide students with an academic integrity policy.
Utilize honor codes and academic honesty agreements.
Draw from a large question bank and randomize question answers and order.
Defer question feedback until after online assessments close.
Change exam questions between semesters.
Utilize “lockdown browsers” for online classes.
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broader set of topics (which can contribute to
the reliability of the assessment), increases
perceived objectivity in the grading process
(e.g., ensuring that students do not lose points
for poor spelling, grammar, or writing skills),
reduces subjectivity/inconsistency/human er-
rors in scoring (particularly when machine
graded), and can reduce student anxiety (Sim-
kin & Kuechler, 2005). Multiple-choice test-
ing also allows instructors to calculate exam
statistics such as item-total correlations
(sometimes referred to as discrimination co-
efficients) which are the correlations between
scores on a particular item (dichotomized into
0 for incorrect and 1 for correct) and overall
test scores (see Davis, 1993, for instructions
on how to calculate discrimination levels by
hand if correlation coefficient computer pro-
grams are not available), and utilize these
statistics in improving the quality of subse-
quent exams.

Shallower Assessment

Instructors may be concerned that multiple-
choice questions do not assess comprehension,
higher-order cognitions, or deeper understand-
ing of the topic the way short-answer and essay
questions can (e.g., Ozuru et al., 2013). It is also
more difficult to pinpoint student’s true knowl-
edge (e.g., why they got the question right/
wrong, if they were guessing) and to provide
partial credit with multiple-choice testing. Re-
lated to this issue, students are also more likely
to perceive multiple-choice tests as assessing
lower-level cognitive processing (e.g., memo-
rizing facts) and thus use more surface-learning
approaches when they are aware that multiple-
choice testing will be used (e.g., Scouller, 1998;
Scouller & Prosser, 1994; Yonker, 2011). Low-
er-level courses with large enrollments such as
introductory psychology classes are more likely
to utilize (sometimes exclusively) multiple-
choice testing. Introductory psychology stu-
dents also exhibit low levels of course material
retention (e.g., 56% accuracy 2 years after the
class), and it is possible that multiple-choice
tests, as well as the way students perceive these
tests and shallowly study for them (focusing on
recall rather than meaning and understanding),
may contribute to this issue (Landrum & Gu-

rung, 2013; Scouller, 1998; Scouller & Prosser,
1994).

Assessing Deeper Thinking

While many instructors utilize multiple-
choice questions (effectively) to assess more
superficial or rote-learning understanding (e.g.,
definitions, identifying a lobe of the brain), it is
also possible for multiple-choice questions to
assess higher-order cognitive skills, synthesis,
application, and other components of deeper
understanding and thinking (e.g., Simkin &
Keuchler, 2005; Tractenberg, Gushta, Mul-
roney, & Weissinger, 2013).

To assess more higher-order cognitive skills,
test-makers can create multiple-choice ques-
tions that ask for the best answer available (e.g.,
what was the main reason, which is most
likely), with multiple choices offering plausible
(even good) answers but in which only one is
the best answer. Deeper-thinking questions may
also ask students to identify the theory that an
example illustrates or to predict the outcome of
a hypothetical (Davis, 1993). Some examples of
multiple-choice questions that assess deeper un-
derstanding and thinking have been shared by
psychologists such as Steven Pinker (Steven
Pinker’s mind games, 2014), and via helpful
assessment tools by teachers/researchers in
other fields (e.g., the Blooming Biology Tool;
Crowe, Dirks, & Wenderoth, 2008).

Different formats of multiple-choice ques-
tions can also be used to assist in assessing
deeper thinking and understanding. One exam-
ple is the ordered multiple-choice testing format
(Briggs, Alonzo, Schwab, & Wilson, 2006),
where each answer choice represents a different
developmental level of understanding. Thus in-
terpreting item responses provides instructors
with a better grasp of how deeply a student
understands the content.

Another method to try to ensure that students’
true understanding of the topic is assessed
(rather than random guessing) is to conduct
confidence testing (see Davies, 2002), where
students are required to report level of confi-
dence in knowing the answer prior to selecting
(or even being able to view with online testing)
answer choices. Scoring is then based on a
combination of whether or not students selected
the correct answer, as well as how confident
they were in their response. Thus, a confident
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response paired with a correct answer would
score higher than a nonconfident response (e.g.,
guessing) paired with a correct answer. This
method may be problematic, however, due to
logistics (e.g., increased grading time if calcu-
lation of augmented scores is not automated)
and concerns about individual differences
(rather than actual knowledge) affecting how
confidently students respond. Some research
has shown that personality affects confidence
reporting and scores (R. Hansen, 1971; Jacobs,
1971), although other research has shown that
correlations between confidence testing scores
and personality do not persist once students
have had practice with confidence testing and
their performance is taken into account (Ech-
ternacht, Boldt, & Sellman, 1972).

Foster and Miller (2009) provided another
format (discrete-option multiple choice) that
may better assess true understanding than typi-
cal multiple-choice formats. This format (opti-
mized for online testing) randomly presents the
answer options for the question one at a time to
the student who selects whether or not that
option is correct. Jensen et al. (2006) also de-
scribed another format (“You are the teacher”
questions), which asks students to imagine that
they are a teacher correcting a short-answer/
essay and their goal is to identify all errors in
the passage they are reading. The multiple-
choice question therefore is a short paragraph
and the answer choices are different numbers of
errors (e.g., 0, 1, 2, 3, 4, or more).

Finally, instructors concerned about guessing
may explicitly discourage students from guess-
ing or utilize a method of scoring that does so
(e.g., penalizing for incorrect answers as per
some standardized tests such as the SAT). One
method is formula scoring which occurs when a
proportion of the number of incorrect response
is subtracted from the number of correct re-
sponses (see Frary, 1988).

Low-Quality Questions and Answers

Multiple-choice questions can be effective,
but there is room for improvement on their
quality. For example, DiBattista and Kurzawa
(2011) analyzed 1,198 multiple-choice items
from exams across 16 undergraduate classes
and found that many were flawed. The most
common problems included nonoptimal incor-
rect answers (i.e., selected by fewer than 5% of

examinees) and unsatisfactory item-total corre-
lations (i.e., less than �.20). Based on the re-
sults of their analyses, DiBattista and Kurzawa
(2011) suggested that test-makers improve the
quality of multiple-choice exams by conducting
an item analysis after administering a test and
removing or replacing incorrect items that
weaken discriminatory power. DiBattista and
Kurzawa also noted that postsecondary institu-
tions should provide training for faculty on test-
ing (including how to interpret an item analysis
report) and support for faculty to improve their
assessments (including providing faculty with
an item analysis report following every multi-
ple-choice exam). Instructors may want to pay
special attention to common errors of students
(on assessments as well as in class) as these can
be utilized as high-quality incorrect answers
(see freely available workshop material by Zim-
maro, 2010, for this and additional tips on writ-
ing good multiple-choice exams).

Fairness

McCoubrie (2004) reviewed the literature on
multiple-choice questions and offered sugges-
tions on how to improve the fairness of these
questions. Fairness is an important aspect for
test-makers to keep in mind, as students who
perceive assessments to be fair are more likely
to study and learn the material rather than study-
ing just for the test (particularly if the exam is
high-stakes). Important factors that contribute to
fairness include ensuring that items are clear (e.g.,
questions and answers are not confusing), that
they cover a broad range of topics, and are con-
sistent with the syllabus (e.g., not testing only a
small proportion of what is discussed in the
course). Also, student perceptions of testing influ-
ence how they choose to study and multiple-
choice questions tend to be seen as requiring
lower-level cognitive processing (Scouller, 1998).
Therefore, it may be beneficial to provide students
with information about multiple-choice exams to
assist them in preparing appropriately (e.g., letting
students know if multiple-choice questions will be
assessing only factual information or will require
deeper understanding and critical thinking skills).

False Knowledge and Memory

How students study for multiple-choice ques-
tion exams can influence memory of concepts
and answers to questions. For example, intro-
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ductory psychology students have been shown
to rate answers as true based on familiarity of
the question item (Begg, Armour, & Kerr,
1985). Thus, mere familiarity of an incorrect
item can influence choice of test question an-
swers. Furthermore, students may be exposed to
false information in the form of incorrect an-
swers to multiple-choice questions and may re-
member this misinformation as true at later
times. Therefore, multiple-choice questions
may lead to false knowledge (Roediger &
Marsh, 2005; Marsh et al., 2007). However,
there are ways to attenuate this negative testing
effect. One way to enhance student learning and
help with potential false memory issues is to use
collaborative testing where student work in
pairs or groups. Collaborative testing has been
shown to lead to better performance on assess-
ments (Rao, Collins, & DiCarlo, 2002) as well
as better retention of knowledge 4 weeks later
(Cortright, Collins, Rodenbaugh, & DiCarlo,
2003). While collaborative testing can reduce
anxiety, the mechanisms through which exam
scores improve are having good discussions,
remembering information better, and an in-
creased ability to think about the tested infor-
mation (Kapitanoff, 2009). Another way to at-
tenuate the false memory effect is by providing
timely and appropriate feedback (Butler & Roe-
diger, 2008).

Feedback

Content of Feedback

Consistent meaningful feedback (e.g., de-
tailed explanations of why certain answers were
correct or incorrect) is an important component
of student learning outcomes, enjoyment, en-
gagement in the course, and ratings of teaching
quality (Gaytan & McEwen, 2007). Elaborated
feedback has been shown to be more effective
for learning when compared to simple answer
verification (Pridemore & Klein, 1991). Addi-
tionally, formative feedback (aimed at modify-
ing thinking or behavior to improve learning)
needs to also be supportive and nonevaluative
(e.g., judging the response, not the student; see
Shute, 2008, for guidelines on providing forma-
tive feedback). More elaborate and detailed
feedback also tends to require more effort on the
part of the instructor, which may (in part) ex-
plain why not all students who take multiple-

choice assessments receive this type of feed-
back. However, there are strategies that can be
utilized (including technology) which reduce
instructor burden when providing high-quality
feedback (see Feedback Techniques section, be-
low).

Timing of Feedback

An important component for student learning
is to provide timely feedback after testing (e.g.,
Butler, Karpicke, & Roediger, 2007). Multiple-
choice exams facilitate this process as these
exams tend to be quicker and less subjective to
grade (particularly as grading can be computer-
ized). Many recommend that feedback be pro-
vided as soon as possible after testing (e.g.,
Gaytan & McEwen, 2007), although some re-
search indicates that a short delay (e.g., 10 min)
is optimal (produces better outcomes than im-
mediate feedback) as it spaces out the learning
(Butler et al., 2007). Hattie and Timperley
(2007) reviewed the literature on feedback and
found that across eight meta-analyses (398 stud-
ies), immediate feedback is generally superior
to delayed feedback (see their Table 2). How-
ever, they pointed out that there are additional
important considerations when determining
timing. For example, delayed feedback be-
comes more effective (and superior to immedi-
ate feedback) as the difficulty level of the item
increases (e.g., Clariana, Wagner, & Roher
Murphy, 2000) potentially because the delay
allows for greater processing. Similarly, the ef-
fects of timing depend on the context of the
assessment with immediate feedback being
more effective in studies that use actual quizzes
and delayed feedback being more effective in
laboratory studies that use list learning (Kulik &
Kulik, 1988).

Feedback Techniques

One method of providing higher-quality
feedback while minimizing instructor burden is
to offer students opportunities to self-correct.
Grühn and Cheng (2014) found that students
who were allowed to hand in a self-corrected
midterm performed better on the final exam
compared to students who took a traditional
midterm (and were not allowed to self-correct).
Grühn and Cheng utilized procedures for self-
correction as laid out by Montepare (2005,
2007). Specifically, students take an exam as
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per usual and hand in their (original) answers
and are then provided with a copy of the ques-
tions to take home. Students then hand in a
second set of answers (self-corrected) after they
have had time to review the material. Scoring
takes both the original and self-corrected re-
sponses into account (full credit for questions
that are correct on both sets of responses, partial
credit for questions that were initially incorrect
but correct in the revised set of responses, no
credit for questions that are incorrect on both
sets of responses). Thus, the self-correction
method focuses on fostering additional learning
and rewards students’ additional time and en-
ergy spent with the course material. Learning
can also be facilitated with instructor- or com-
puter-graded assessments if students are al-
lowed to resubmit based on feedback (e.g., Cole
& Todd, 2003).

For online multiple-choice testing, detailed
feedback (immediate or delayed) can be auto-
matically provided to students based on the
correct (or incorrect) items that they choose
(instructors can also program the settings such
that students can view all feedback for all an-
swer choices, regardless of what they got cor-
rect or incorrect). While this feedback needs to
be programmed into the online system, once it
has been input it can be provided automatically
to all students without the need for the instructor
to individually mark up each exam, write the
same comments over and over, or go over each
exam question and answer in class.

Instructors providing feedback need to decide
how to give students access to the questions and
their answers—that is, whether or not students’
exams are returned to them. In courses where
large high-quality test banks are available, in-
structors may have the ability to utilize new
questions each semester and thus may return
exams without worrying about students copying
questions and answers. However, many instruc-
tors recycle at least some of their questions and
need to balance optimal feedback (e.g., imme-
diate, elaborate) with pragmatic concerns (thus
techniques such as self-correcting may not be as
appealing for some instructors). In face-to-face
settings, instructors can supervise review of the
exam and return exams temporarily (e.g., for a
portion of a class period or during office hours).
For online settings, instructors can program
feedback to be temporary and delayed until after
the exam closes for everyone (thus students

cannot see feedback while the exam is still
“live” for other students, preventing the sharing
of answers). In some situations, these efforts
may not be enough to deter academic dishon-
esty and instructors may need to utilize other
techniques (see Cheating Prevention and Coun-
termeasures section, below).

Finally, in addition to providing students with
feedback on their responses and performance, it
may be useful to solicit feedback from students,
allowing them an opportunity to comment on
the exam and for instructors to utilize this data
in future assessments (Davis, 1993).

Efficiency

Test Administration

Simkin and Kuechler (2005) presented a re-
view of the literature on multiple-choice ques-
tions compared to constructed response ques-
tions. Some benefits of multiple-choice include
efficiency in testing large numbers of students
and grading large numbers of exams (e.g., scor-
ing via computerized mechanisms), which also
facilitates providing students with timely feed-
back. Additionally, multiple versions of the
same multiple-choice exam are relatively easy
to administer (which may help deter cheating)
and test items can be stored, edited, and reused
fairly easily, helping to reduce the time needed
for test-makers to design exams (this is reduced
even further if instructors have access to test
banks).

Format and Content of
Multiple-Choice Items

There are many different ways to format mul-
tiple-choice questions and answers but the most
typical format is to have a question (stem), a
correct answer, and incorrect (but potentially
plausible) answers. One main issue when mak-
ing tests is the number of choices that should be
provided for each question. This can vary from
as few as two (e.g., true/false questions) to as
many as the test-maker decides to create (al-
though many tests including standardized ex-
ams typically utilize 4–5 choices per question).
Given that creating plausible choices consumes
the time and energy of instructors, it is benefi-
cial to know the lowest number of choices that
are sufficient for testing purposes. In one study
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by Baghaei and Amrahi (2011), 180 English
undergraduates took three different versions of
the same (30 multiple-choice items) grammar
test with either five, four, or three choices per
item (the four- and three-choice versions were
created by randomly deleting one or two incor-
rect choices from the five-item version). They
found no evidence of significant differences
across the three versions in test reliability, re-
sponse behaviors, item difficulty, or item fit
statistics, and thus concluded that three items
per multiple-choice question is optimal. Rodri-
guez (2005) conducted a meta-analysis on 27
studies (across multiple domains including sub-
ject matter and age level) on this topic and also
concluded that three choices is the optimal for-
mat for multiple-choice questions. They also
note that three choices may provide an additional
benefit, as more three-choice questions can be
administered in the same testing time-period as
questions with more than three choices. Thus,
instructors who utilize three-choice items can
cover more content in their exams. One study for
example supported this idea and found that stu-
dents answered (on average) items with three
choices 5 seconds faster than those with four or
five choices (Schneid, Armour, Park, Yudkowsky,
& Bordage, 2014).

While certain types of questions are more
difficult (students routinely perform worse) than
others, they do not increase discriminability be-
tween lower- and higher-performing students
and thus should be avoided (Caldwell & Pate,
2013). These include questions that use nega-
tives (e.g., “all of the following EXCEPT . . .”)
and “None of the Above” as an answer choice.
Other studies of multiple-choice testing also
recommend that “None of the Above” and com-
posite questions such as “A and B, but not C” be
omitted from answer choices (e.g., DiBattista,
Sinnige-Egger, & Fortuna, 2014; Pachai, DiBat-
tista, & Kim, 2015), or to at least emphasize
(e.g., via bolding) any negative wording in the
question (J. D. Hansen & Dexter, 1997). J. D.
Hansen and Dexter (1997) also offered addi-
tional recommendations for wording such as
avoiding multipart questions and giveaways to
correct/incorrect answers (e.g., if one choice is
much longer than the others, if grammar is
consistent/inconsistent between the question
and answer choices, if multiple incorrect answer
choices have the same meaning). The authors
also pointed out that “All of the Above” should

be avoided as students who know that two items
are correct can select this response without ac-
tually knowing that the other items are also
correct. In her book on teaching, Davis (1993)
also noted (in addition to the wording tips
above) that choices should be parallel in struc-
ture (e.g., number of qualifiers, details) and
equal in length, and that the stem of the question
should be kept as short as possible (to avoid
confusion) but should contain all relevant infor-
mation (e.g., the student will not need to read all
the choices before they can understand the ques-
tion).

Order of questions can be set up in many
ways including using the same order for all
copies of a particular test, randomizing the or-
der of questions (particularly simple to do for
online tests), utilizing multiple versions (with
different ordering) of the same test to help pre-
vent cheating (particularly in large classes), or-
dering questions based on difficulty level, and
ordering questions sequentially to reflect read-
ings and lectures (e.g., early questions ask about
early chapters/lectures). Ordering in terms of
difficulty level (e.g., from easy to difficult, or
vice versa) does not lead to differences on per-
formance, but does lead to differences in stu-
dents’ perceptions of performance such that stu-
dents are more optimistic if exams progress
from easy to difficult (Weinstein & Roediger,
2010, 2012). In terms of ordering that affects
actual (as opposed to perceived) performance, a
study by Balch (1989) found that sequential
ordering led to higher scores than random or
chapter-contiguous (questions on the same
chapter appeared together, but not sequentially,
throughout the test) orders (the order of ques-
tions did not significantly affect how long it
took students to complete tests). Balch sug-
gested that this increased performance with se-
quential ordering is due to facilitation of stu-
dent’s memory based on the idea of encoding
specificity (i.e., by mimicking the context and
order in which content was learned, recall is
enhanced). Thus, sequential ordering may be
optimal for facilitating student performance.

Answer positions should be randomized
when possible (e.g., computerized software can
take care of this task) as test makers have a
tendency to place correct answers in middle
positions. This propensity is shared (or perhaps
reinforced) by test takers who are more likely to
select middle-positioned items (e.g., the “c” re-
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sponse in a five-choice question), particularly
when guessing (Attali & Bar-Hillel, 2003).

Cheating Prevention and Countermeasures

Concerns about academic dishonesty are
common with the use of multiple-choice
questions, as it is easier for students to copy
answers (e.g., from another student, a book,
or online resources) via this format than on
constructed-response questions. Numerous
articles in the higher education literature note
this concern and pedagogy articles offering
advice and methods for detecting cheating
date back to at least the 1920s (e.g., Bird,
1927). Multiple articles have addressed meth-
ods to detect cheating, often through statisti-
cal analysis of the likelihood of similar an-
swers within pairs of students (e.g., Bellezza
& Bellezza, 1989; Frary, Tideman, & Watts,
1977; Harpp & Hogan, 1993; van der Linden
& Sotaridona, 2004). However, these methods
for detecting answer-copying are not com-
monly utilized within college classroom set-
tings, presumably due to their cost in terms of
time and energy (Frary, 1993). Thus, preven-
tion of cheating may be the most effective and
feasible route for test-makers. Answer copy-
ing can be reduced by using alternate test
forms, with both questions and answers rear-
ranged, as only rearranging questions does
not significantly reduce copying (Houston,
1983). As students are more likely to copy
from those sitting next to them (Houston,
1976), adjusting seating such as with alterna-
tion can reduce cheating. Similarly, assigned
seating via seating charts may also be utilized
to prevent cheating, and can also facilitate
cheating detection as who sat where is re-
corded allowing for error-similarity analysis
(Harpp & Hogan, 1993).

Academic dishonesty can be further pre-
vented by providing an academic integrity
policy that defines cheating and encourages
academic integrity so that students are clear
on what is expected of them (Olt, 2002;
Rowe, 2004). Additionally, honor codes (at
the institutional, departmental, or even course
level) and academic honesty agreements that
students are asked to sign (on paper or elec-
tronically) may be utilized. There is evidence
that honor codes are effective at reducing the
prevalence of cheating (e.g., Hutton, 2006;

McCabe & Treviño, 2002; McCabe, Treviño,
& Butterfield, 2001; Vandehey, Diekhoff, &
LaBeff, 2007), with some evidence that lon-
ger, formal honor codes that carry conse-
quences are more effective (Gurung, Wil-
helm, & Filz, 2012). Additionally, honor
systems at the institutional level can be effec-
tive at fostering academic integrity such that
students from schools with traditional honor
systems (compared to students from schools
with nonhonor or modified systems) rate sce-
narios of academic dishonesty as being more
dishonest and express a higher likelihood of
reporting incidences of academic dishonesty
(Schwartz, Tatum, & Hageman, 2013).

There are unique issues with cheating in
online/distance-learning courses as instruc-
tors are not present to ensure students do not
use resources (e.g., readings, notes, the Inter-
net) to search for answers or share answers
with peers (Olt, 2002; Rowe, 2004). How-
ever, even with online classes there are coun-
termeasures that can be taken to reduce the
occurrence of student cheating on multiple-
choice exams. Rowe (2004) suggested draw-
ing questions from a large question bank and
randomizing question and answer order. De-
ferring feedback on questions until after the
quiz or exam is closed will reduce the inci-
dence of students copying or taking screen-
shots of answers and sharing them with other
students. Instructors can also set time and
access limits to exams and quizzes using
many course software programs (Olt, 2002).
It is also suggested that instructors change the test
questions between semesters, which can prevent
sharing of questions and answers between stu-
dents taking the course at different times. While it
may be optimal to update questions each semester,
unless one is using an already established test
bank, this strategy may consume significant in-
structor time and energy (and defeat one of the
pros of using multiple-choice tests). Thus, the
most feasible strategy may be to utilize some of
the other suggestions outlined in this section and
update test questions as frequently as the instruc-
tor’s resources allow.

Finally, in an attempt to increase academic
integrity, online courses may utilize “lockdown
browsers,” for example, Respondus LockDown
Browser® (Respondus, 2015). This is ideal for
controlling the virtual environment of the stu-
dents while completing assignments or assess-
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ments that require independent work. Several
lockdown browsers can be downloaded for free
by students and are user-friendly. Most are
compatible with several learning platforms
(e.g., Blackboard, D2L, Moodle), and provide
testing environments that prevent task switch-
ing, searching screen shots, copy and paste, and
so on. Some lockdown browsers offer monitor-
ing of the student via webcam to allow for
virtual proctoring (Respondus, 2015). Stack
(2015) investigated the difference between stu-
dents taking an online exam through the Re-
spondus LockDown Browser and students tak-
ing a traditional in-seat exam. He noted that
there were no significant differences found be-
tween the two groups (Stack, 2015). This is
important considering there has been evidence
for increased levels of cheating for online
courses compared to traditional courses (Lanier,
2006).

Conclusion

Multiple-choice testing is a preferred assess-
ment method for students and instructors alike,
and very commonly used in college classrooms
(whether in-seat or online). While there are
valid concerns about the use of multiple choice,
there are also ways to help mitigate against
potential negatives of this method and to en-
hance student learning, performance, and enjoy-
ment as well as instructor’s efficiency, under-
standing of student outcomes, and evaluations.
For example, assessment of deeper-level think-
ing is a common concern with multiple-choice
question use. However, with appropriate for-
matting of multiple-choice testing it is possible
to assess deeper- level thinking (Simkin & Kue-
chler, 2005; Tractenberg, Gushta, Mulroney, &
Weissinger, 2013). Student understanding and
learning can also be increased by utilizing ap-
propriate feedback in terms of content and tim-
ing. Efficiency and quality of test administra-
tion, grading, and student learning can be
increased through formatting, test construction,
and cheating countermeasures. This short re-
view is by no means an exhaustive summary of
the large pedagogy literature on testing. How-
ever, we hope that our summary will encourage
the utilization of empirical data in pedagogy
related decision-making and be helpful to in-
structors as they prepare courses and assess-
ments.
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