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1. [bookmark: _Ref117082627][bookmark: _Toc117152983]Charge
This report will show a lot of progress at DMSC, however, it is also clear that DMSC faces a number of challenges, particularly in relation to the rebaselined schedule and our office situation which potentially may have a severe impact on DMSC and particularly the server room. We would like the STAP to engage on the following topics: 
Project management. We would like to continue the discussion from our last STAP meeting on how to best project manage a project (formally work package) like DMSC. Comments and advice to our current process for improving project and risk management, which are detailed in Section 2.3, would be highly appreciated. See also responses in the feedback sections, particularly Section 2.1.
Prioritization of data analysis software. We are constantly trying to balance the large scope and many requests for data analysis software with the resources we have available. Our mitigation strategy is to facilitate collaboration and apply for external funding (see Section 2.7 & 4.5), but easyScience also plays an important part in this strategy allowing us to focus more on UX rather than already existing algorithms. We invite the STAP to comment on our current strategy and give advice on how to best prioritize between the different projects, e.g., easyQENS versus easyDiffraction. 
Potential in kind contributions to DMSC. We would like advice on how to best leverage in kind contributions for DMSC in a manner that does not negatively impact our progress. 
User journey. The SWAP team is interested in advice regarding the proposed user and data journey. Where can it be improved and what risks exist with the current design?
Office situation. We would like the STAP to comment on what they think should be considered in relation to finding a new office for DMSC (see discussion in Section 2.5).
Data policy. Considerably effort has been put into updating our policy for scientific data to support the FAIR principles. The updated data policy will be presented at the upcoming SAC meeting. We invite the STAP to survey the material that will be presented at the SAC meeting (see Section 2.6). 

2. [bookmark: _Toc117152984]Report from Acting HEad of DMSC
[bookmark: _Ref117071964]Feedback to STAP Comments from spring 2022
The readers will find that each group report has a section where they respond to the feedback from the last STAP meeting. This section focuses on the STAP feedback for all DMSC management. The STAP’s feedback is provided in italic whereas the DMSC response is in normal text immediately after the feedback.

Focus hard on what absolutely has to be done, and be brutal about eliminating the unimportant, postponing what can be delayed, and not taking on external commitments that do not deliver clear value to the ESS.
Please see Section 2.3 for a discussion on how we work on improving our risk and project management at DMSC. Where to make the cut is not always straightforward. We are for instance often asked about machine learning and artificial intelligence and told we need to prioritize it, despite such efforts hardly can be claimed to be important for first science compared to other activities. We have chosen to stay involved in this topic through externally funded activities, which consequently increases our external commitments.[footnoteRef:1] [1:  It is worth mentioning that our infrastructure, that of an integrated data processing pipeline, lays the foundation for utilizing machine learning and artificial intelligence at the beamlines.] 

We have started to be more critical about external commitments and are simply forced to do so due to limited bandwidth. We have for instance in a number of cases opted for taking non-leading roles in EU funded proposals despite being asked to take leadership roles for work packages and entire proposals. We do however still see benefits and value to the ESS from a number of external commitments such as LENS (and LEAPS) and EOSC, where the Head of DMSC represents the ESS in the EOSC association, as well as externally funded projects that promotes collaboration with other facilities and with universities. 

Make sure that the minimum levels of functionality of all activities are agreed and clearly understood by all parties at the earliest point, to keep project-creep to a minimum.
This was done years ago as a result of technique specific workshops and it is admittedly time to revisit those because many things have changed since then. Graphical user interfaces for data reduction is still a topic for debate where the Instrument Data Scientists have been tasked with researching which (minimal) solution would work for their specific instruments. 

Ensure that there is a clear path from necessary deliverables for the high level milestones (cold commissioning, hot commissioning, first science and SOUP) down to all deliverables and items of work at the finest granularity on the DMSC work plans.
This is work in progress. Please see Section 2.3.2 for a discussion. 

Build resiliency into the plans: analyse the impact on the DMSC work plans of the risk of further ESS project delays or a major call on the central contingency. (Although these might arise from outside the DMSC it will still have repercussions for the DMSC).
This is also work in progress. Please see Section 2.3.1 for a discussion. 

Keep a clear and detailed record of how reality departs from the plans and continuously review it to catch problems as soon as they start to emerge. You’ll also be able to get your best empirical estimate the conversion factor from planned to actual resource, and rescope your longer-term plans accordingly
For short term objectives (weeks) this is done as part of agile methodology (e.g., retrospectives). Some of the development teams, those running SCRUM, also operate with a conversion factor but not all. How to best do this is and should be discussed at group level. For longer term objectives this should come out of P6 but due to the way activities currently are tracked in P6 this requires we change our plans in P6 to be more granular (see also discussion in Section 2.3.2. In summary, this is work in progress, but it will take time and effort to get this fully implemented. 

Investigate opportunities to mutualize resources to avoid single points of failure and to insure against uncertainty of how long a task will take: not just across groups within the DMSC but also with other divisions and directorates.
Our strategy to harmonize technologies across DMSC, particularly the focus on Python, is an important strategy in this aspect. However, it has in some cases turned out to be hard to mutualize resources even within the same group because of the diversity in skill sets required. We do it where it is feasible, and are currently looking into this for the simulation domain. Moreover, there has been a significant effort to identify potential synergies between the four units at ESS which have IT activities. These synergies may come to fruition in the newly announced central IT Infrastructure unit, but already now there are working groups spanning all the units active in the IT domain. 

Reduce risks from staff turnover by building up a repository of developer notes (it’s not just documentation for users that is important) and other resources that share knowledge (e.g. internal technical seminars and presentations of work in progress – and record them)
Developers at DMSC generally develops code in a professional manner where they are aware of the importance of documentation and knowledge sharing to avoid single point of failures, to reduce the entry barrier for new developers, and for their own purpose when they revisit code generated in the past. It is our impression that DMSC projects generally have a fairly high standard in this regard but there is obviously always room for doing better.

Pro-actively feed into the shape of the overall ESS plans. For example, plans for integration of detectors, sample environment, and the commissioning of several instruments simultaneously are strongly coupled with those of other groups and directorates.
This work is ongoing in P6, presumably across all of ESS. This will be done for DMSC in conjunction with updating our plans in P6 to make them more useful from a project management perspective. See also Section 2.3.2 for a discussion on this topic. 

Organization
The DMSC organization or management situation has not changed since the last STAP meeting and will therefore not be further discussed in this report. However, it has been decided to create a new Operations and Infrastructure Directorate to be led by Carlo Bocchetta, who is currently Deputy Technical Director. How this will affect DMSC is still to be seen. Moreover, a new Detector Group Leader has been appointed. 

[bookmark: _Ref117067905][bookmark: _Ref117071905]Project management
All development teams at DMSC make use of agile methodologies using a flavor of SCRUM, SCRUMBAN, or KANBAN, and as such prioritize on a regular basis. However, we are still in the process of adjusting to the new project management processes following the rebaselining across ESS. At DMSC we are working on linking our agile development methodologies to that of the ESS P6 project plan. In this regard we are working on two tracks:
1) Improving our risk assessment and management
2) Improving our project plans and management

[bookmark: _Ref117069904] Improving risk assessment and management at DMSC
We have started to run workshops across all of DMSC (groups reporting to Head of DMSC). A workshop has been run for each group with select members from other groups or stakeholders (e.g., instrument scientists) also participating in order to get a more comprehensive view of the group’s activities. The workshops were chaired by the Admin GL and resulted in a list of risks in addition to mitigation strategies for the most serious risks. Moreover, risk owners were identified. The next step is for management to review, collate and compile these risks into a DMSC wide risk register, which currently is ongoing. A select set of these risks will then be fed into the ESS wide risk management system.  This process is illustrated in Figure 1. It is the plan to repeat this whole process every six or twelve months.
The workshops serve multiple purposes:
1) Identify risks and mitigate them
2) Engage all staff in the management of the project
3) Have a track record if we need to request access to contingency
It is the last point that prompted this more elaborate DMSC wide approach to risk management. 
Whilst it is too early to come up with a final list of risks, it is clear that staff across all groups considers the potential loss of staff, either due to resignment or stress, to be a major risk for their part of the project. A summary from the risk workshops with the Instrument Data Scientists are given in Appendix A.
[image: ]
[bookmark: _Ref116977592]Figure 1. Illustration of how risks are collated from workshops at DMSC and fed into the ESS risk management system. Due to its size, the DRAM group was split into two that each had their own workshop.

[bookmark: _Ref117069836] Improving project plans and management at DMSC
The ESS project directorate publishes an updated project dashboard once per month. All work packages, incl. DMSC, feeds into this dashboard. Partly by reporting on status of P6 activities and partly by reporting status more generally in terms of a SWOT like report with 1) successes / achievement, 2) opportunities / acceleration measures, 3) issues, and 4) threats / risks. In practice, all DMSC groups provide status updates to the Head of DMSC, who then sends a collated status update to the Science sub-project leader. An example of such a collated input is given in Appendix B. 
In parallel with this, all Science division heads review two activities / work packages every two weeks. These activities / work packages are taken from a select set of activities / work packages spanning all divisions. For DMSC this means that the following two activities are reviewed approximately every eight weeks: 
1. Procurement and installation of hardware 
2. Preparation for Hot Commissioning for Instrument X
Up till now Instrument X has been LOKI and presented by the LOKI Instrument Data Scientists, who also provides a brief update for the other instruments. However, other instruments and Instrument Data Scientists may present if found relevant at the time of the review. 
The two activities are chosen because they combined give a good overview of the status of DMSC. Procurement and installation of hardware concerns most of our non-labor activities, whereas the Preparation for Hot Commissioning activity concerns labor intensive deliverables from all development teams. 
The latest presentations given at these review meetings are uploaded to indico.
As mentioned we are working on improving our project monitoring and linking to our P6 plans. We are doing this by setting up user stories and milestones for each instrument for the associated Instrument Data Scientist to track. These user stories will often depend on activities in multiple DMSC groups or even groups at ESS outside DMSC and hence serve to ensure that nothing vanishes in the potential gaps between groups and that the user perspective is properly accounted for. The milestones can be directly linked to P6 and serves to have the DMSC work packages tracked in the ESS system. Although these user stories and milestones are depending on activities in the development teams we have decided to not systematically link these dependencies in our JIRA system to avoid spending more time on bookkeeping than on actually progressing. Instead we indicate which group the activity is depending on. In parallel with this, the P6 plan for DMSC also needs to be modified to account for the way project monitoring is being done at ESS.[footnoteRef:2]  [2:  Currently activities progress automatically once started. Hence, deviations from plan can only be reported at (delayed) start or end of activity. For instance, if a level-of-effort activity does not have all planned resources available this will first be reported when the activity ends according to plan. Hence, from this perspective shorter activities result in a better updated picture of reality. ] 

The development of these user stories and milestones are still ongoing, but an example of how this can look like is illustrated in Figure 2. LoKI is here used as front runner, but the expectation is to have similar plans up running for the other instrument data scientists by February 1, 2023 including associated milestones in P6. Ideally, we want automated tests to tell us if the functionality behind a milestone or user story is broken or not. 

[bookmark: _Ref117025864]Staffing
Compared to our P6 plan we are lagging behind for recruitment for SWAP, DST, and Admin group. After the rebaselining this has partly been due to a sometimes-slow approval process (SWAP and Admin) but also due to issues with finding qualified candidates; for both SWAP and DST we have had to readvertise the positions. While the lack of recruitment means pushing scope out in the future for the development teams, the lack of recruitment for the Admin team means additional stress and reduced service level for the other staff with now have to spend time on tasks that usually were performed by the admin team (e.g., organizing travel and meetings). The recruitment approval process will be simplified soon by handing the approval of recruitments over to the Executive Board at which point approval should happen semi-automatically if the positions are in P6. It also means that the Science Director will take part in approving the recruitments resulting in a better information flow. Unfortunately, the ESS HR group is currently very low on resources due to a number of resignments in that group and has a hard time keeping up with the many ESS recruitments that currently are going on. Among the resigned HR staff we find the DMSC HR business partner and the HR person who has assisted with most of the DMSC recruitments. We do not know yet how this will impact DMSC and its recruitments.
For the scipp team we have recruited a new developer to begin beginning of next year, a few months later than in the P6 plan. The saved budget will be spent on recruiting the next developer earlier. Likewise, budget saved due to one of the analysis developers being on 50% paternity leave will be spent on recruiting the final developer for analysis earlier. 
The Acting Head of DMSC is currently working on assembling instrument simulation resources at DMSC to strengthen the simulation activities which are crucial for preparing and running the Hot Commissioning phase. It is anticipated that the result of this effort can be given at the next STAP meeting Spring 2023. 
It is worth noting that recruitment of these new staff members may become complicated because of the potential for having these positions as in-kind contributions. On the other hand, in kind contributions potentially opens up for having some of these positions affiliated with universities and thus strengthening collaboration with those. However, it is the ESS standpoint that these positions, regardless of being in kind or not, should be located at DMSC and be members of the existing development teams. Likewise, it is not a requirement that a position is in-kind for it to be affiliated with a university. 
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[bookmark: _Ref116975114]Figure 2. Two slides presented by Wojciech Potrzebowski (LoKI Instrument Data Scientist) at last Science sub-project review meeting of DMSC activities. The top slide shows JIRA tasks (milestones), which groups they depend on, and level of completion. The lower slide shows a Big Picture board in JIRA of the same issues, and an example of how these are split into user stories and the progress for those user stories. The level of completion is done qualitatively and manually as this is deemed sufficient and the most cost-effective way of doing this. The completion of each of the JIRA issues can be a milestone in P6 if supplemented with a due date. 

[bookmark: _Ref117072148][bookmark: _Ref117073210]Office and server room situation
As discussed in a previous STAP meeting we will have to move out of our current Copenhagen domicile at the latest when our current lease agreement ends end of March 2024. It is likely that we will have to move internally in the COBIS building already Spring 2023 in which case we most likely will move to the ground floor in the other wing of the COBIS building. This part of the building will have been renovated at the time of moving in. 
In the meantime, we are working on getting a written agreement with the Bio Innovation Institute (BII) about the server room with the terms that the server room can stay for as long as we want but that we also can move the server room out whenever we find it suitable for us to do so. In addition, we would to have a few workstations (i.e., desks) for staff maintaining the server room. These are in principle terms agreed to by BII, but we still need to have a written agreement. We have also started to look into datacenter hosting as an alternative solution, but this research is still in its infancy. 
We are currently scanning the market for available office space and will evaluate the different places on different parameters, e.g., 
· interruption and risks to staff retention and project
· accessibility for visitors primarily from Lund and the airport but also from surrounding universities (UCPH, DTU, and ITU) and existing or new server room. Vicinity to metro or train station with direct connection to the airport is clearly added value. 
· Attractiveness to staff and new recruits
· city environment, where urban Copenhagen has turned out to be attractive for staff and visitors
· academic environment
· work environment 
· guarantees for persistent non-interrupted lease
For this reason we have focused on finding potential office spaces in Nørrebro / Østerbro close to University of Copenhagen (UCPH) where we currently are located, Technical University of Denmark (DTU), central Copenhagen, vicinity of IT University (ITU), Ørestad (central Amager), and close to the airport.

[bookmark: _Ref117060018]Data policy being updated to be FAIR
While the current ESS data policy states that data acquired at ESS will be open it does not specifically support FAIR (Findable, Accessible, Interoperable, Reusable) data as first defined in Wilkinson et al, Scientific Data (2016).[footnoteRef:3] As part of the PaNOSC project, the data policy framework originating from the pan-data project has been updated (PaNOSC deliverable D2.1[footnoteRef:4]) and it is now up to the PaNOSC partner facilities to update their data policy so that it is aligned with this new framework (PaNOSC Task 2.3). [3:  Wilkinson, M., Dumontier, M., Aalbersberg, I. et al. The FAIR Guiding Principles for scientific data management and stewardship. Sci Data 3, 160018 (2016). https://doi.org/10.1038/sdata.2016.18]  [4:  https://doi.org/10.5281/zenodo.3826040
] 

At ESS this work has been going on for quite some time (~2 years) but it is now at the level where the updated policy (plus associated guidelines) has been endorsed by the ESS Science Management Team and the ESS Executive Board. The next step is to present the data policy for the Scientific Advisory Committee (SAC) to get their endorsement. If successful it will be presented at an upcoming Council meeting for their approval. Once approved it will become the official ESS data policy. 
The material that will be presented at the next SAC meeting is uploaded to the indico page so that the STAP has an opportunity to survey the material beforehand. 

[bookmark: _Ref117072519]Externally funded projects

[bookmark: _Ref117081173]Existing projects
DMSC is currently involved in the following externally funded projects:

	Title / description
	DMSC role
	PI
	Funding

	Framework for modeling neutron spectra of liquid chromophores
	easyScience team co-supervises PhD student at Chalmers
	Paul Erhart, Chalmers University of Technology
	Swedish Foundation for Strategic Research

	Statistical learning for X-ray and neutron diffraction
	easyScience team co-supervises Post Doc at Chalmers
	Paul Erhart, Chalmers University of Technology
	Chalmers University of Technology

	Making neutron crystallography easy and precise – a software pipeline for realising the full potential of the NMX diffractometer at ESS
	Post doc and part time seconded professor from Lund University working at DMSC 
	Ulf Ryde, Lund University
	Swedish Research Council

	Fast processes studied with neutrons
	Potentially hosting post doc for two years to work on filtering
	Max Wolff, Uppsala University
	Swedish Research Council

	SOLID light house (https://solid.dtu.dk/)
	Søren Schmidt (IDS for ODIN&BEER) co-supervises three PhD students located at Technical University of Denmark
	Henning Poulsen, Technical University of Denmark
	Danish Agency for Science, Technology, and Innovation

	PaNOSC (https://www.panosc.eu)
	Implementation of FAIR data - all DMSC groups
	Andy Götz, ESRF
	EU Horizon 2020

	HighNESS (https://highnessproject.eu)
	Computing resources (DST) and simulations for a potential ESS source for cold, very cold, and ultracold neutrons (Mads Bertelsen, DRAM)
	Valentina Santoro, ESS
	EU Horizon Europe



New proposals
The DMSC has been partner in two proposals for Horizon2020 funding namely one concerning digital twins led by XFEL and one concerning artificial intelligence led by ILL. Unfortunately, both of these proposals were rejected. 
We are currently awaiting the verdict on proposals for the latest call on engaging with Research Infrastructures in Sweden (ESS, MAX IV, and SciLifeLab). Staff at DMSC contributed to three proposals and will have a significant role in three of them in case they are funded. The three proposals are tabulated below:

	Title of proposal
	PI
	ESS involvement

	Development of a size-exclusion chromatography SANS collection and analysis pipeline with applications in soft matter and life science
	Ingemar André, Lund University
	LoKI instrument team including Instrument Data Scientist

	Software Tools for Inelastic and Quasi-Elastic Scattering
	Paul Erhart, Chalmers University of Technology
	Spectroscopy Instrument Data Scientist and easyScience team

	Forecasting Neutron and X-ray Scattering in Concentrated Samples
	Mikael Lund, Lund University
	SasView developers



These proposals are all of strategic relevance for ESS including DMSC and reenforces the long-term collaborations we have with Lund University and Chalmers University of Technology. 

Dissemination activities
DMSC staff participates and contributes to conferences, workshops, and papers within their scope and domain of expertise. Examples are EuroSciPy, ICNS, JCNS workshops, etc. Here we will focus on dissemination activities that involve DMSC as a division rather than individual staff or teams.
[bookmark: _Ref117060526] PaNOSC summer school[footnoteRef:5] [5:  Andrew McCluskey contributed to this section] 

The PaNOSC summer school Material Science at European Large-Scale Infrastructures using Open and FAIR data was held September 12-16 in Szeged Hungry. This summer school was aimed at introducing participants to open and FAIR data and highlighting the role of these in materials science studies at large scale infrastructures. The school was organized in collaboration with the other PaNOSC partners but in particular with ELI and ESRF. Staff from ESS, ELI, ESRF, and CERIC provided training at the summer school. From DMSC, Andrew McCluskey (IDS), Mads Bertelsen (DRAM), Fredrik Bolmsten (SWAP), and Petra Aulin (Admin) helped out at the summer school and provided training, while Alexandre Stefanov (DST) and Peter K. Willendrup had helped out with preparing the PaNOSC e-learning platform[footnoteRef:6] for the summer school. Hence truly an activity involving all groups at DMSC.  [6:  https://e-learning.pan-training.eu/ or through the PaNOSC / ExPaNDS pan-training site at https://pan-training.eu/] 

The content for the school included: 
· training in Python programming (important for accessing many FAIR data tooling, https://e-learning.pan-training.eu/moodle/course/view.php?id=108),
· an introduction to FAIR data and FAIR data management (https://e-learning.pan-training.eu/moodle/course/view.php?id=114), 
· three science focus days (laser, neutron and X-ray) looking at the importance of FAIR data in application of these techniques to materials science (https://e-learning.pan-training.eu/moodle/course/view.php?id=111, https://e-learning.pan-training.eu/moodle/course/view.php?id=109, and https://e-learning.pan-training.eu/moodle/course/view.php?id=110, respectively), and 
· a final day where the students were grouped into teams to prepare a beamtime proposal. 
All of the training (except the more conceptual final day) made use of the PaN-training e-Learning platform as well as the JupyterHub integration that is available through this. Both of these products are the result of the PaNOSC project. 
Nearly all of the feedback items received a positive rating above 4. In particular, we draw attention to the 4.4 ± 1.0 rating for “The PaNOSC summer school met my expectations” as an indicator of the student’s enjoyment of the summer school. Some students commented specifically about the hands-on training in the e-learning platform:
· The e-learning platform is very useful and the lectures/slides on it are very detailed, especially the hands-on parts are easy to follow up as they provide each step and its logic. It is worthwhile to preserve it since we can go on using and learning it after summer school.
· This was my first international summer school that I have attended, I got a lot of information. The most important thing for me and what I like the most is the hands-on training, during which I learned a lot.
These statements were particularly rewarding for the PaNOSC developers because a lot of effort has gone into developing the e-learning platform with Jupyter integrated, which made the hands-on exercises possible. 
Following on from the successful completion of the summer school we are now considering to organize an annual or biannual DMSC themed summer school. 
 ESS / ILL User meeting
DMSC had a stand at the ESS / ILL User Meeting[footnoteRef:7] with the opportunity to present posters and demonstrate software. The user meeting took place 5-7 October in Lund. The posters were about scipp, easyscience, data analysis software and simulations, and data handling at ESS in addition to a PaNOSC / ExPaNDS / DAPHNE4NFDI poster about FAIR data. Six posters in total. The stand was an excellent opportunity to engage with future users and staff from other facilities with many discussions taking place in front of the posters or during demonstrations of software developed by DMSC (see Figure 3). [7:  https://indico.esss.lu.se/event/2809/] 
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[bookmark: _Ref117011002]Figure 3. Photos from the DMSC stand at the ESS / ILL user meeting with DMSC staff members discussing with prospective ESS users. 

The user meeting as such was a success with the highlight being the site tours where participants were given the opportunity see with their own eyes the current status of the accelerator, target and instruments - and scientific software. 
 UCPH-DMSC match making event
On November 11th, Professor Kim Lefmann is hosting a matchmaking event at the Niels Bohr Institute co-organized by Søren Schmidt and Thomas Holm Rod at DMSC. The ambition is to attract interested staff from various departments at University of Copenhagen (physics, computer science, life sciences, chemistry, pharmaceutical, health, science education, mathematics) in order to increase collaboration between ESS, particularly DMSC but not only, and University of Copenhagen. The program has been put together with the aim of maximizing interactions:

	Program for ESS-UCPH matchmaking event

	14:00
	Thomas Holm Rod: Scope of the ESS-DMSC

	14:10
	Lise Arleth, Associate Dean of Research: Visions for collaborations with ESS-DMSC

	14:20
	Presentations from 2 ESS-DMSC groups

	14:40
	Coffee

	15:00
	Presentations from 2 ESS-DMSC groups

	15:20
	Presentations from 3 existing UCPH-DMSC projects

	16:00
	Mingle, beer and snacks



 Kulturnatten
ESS was present at the Kulturnatten on October 14th for the second year in a row. Like last year the ESS presence was organized by ESS communication in collaboration with the Science Faculty at University of Copenhagen. Physically the Science activities took place at the H.C. Ørsted Institute. 2315 visitors visited the Science activities with more than 400 people visiting the ESS stands. 20 staff from ESS helped out. Due to travelling only four staff members were from DMSC. The kulturnatten is obviously an excellent opportunity to meet with the public and raise awareness about science and the ESS project. Moreover, it’s an opportunity to meet with ESS staff that we do not otherwise interact with at ESS. About Culture Night
For more than 27 years, Culture Night has been one of Copenhagen's most well-attended cultural events. When the schools begin their autumn holiday the association Kulturnatten creates a festive evening, where the entire cultural life of the city works together to create joy and inspiration for all of us.

More than 250 museums, theatres, libraries, churches, ministries and parks throughout the city welcome the public during Copenhagen's biggest annual one-day event, and the exciting events show that the city embraces many aspects of its cultural life.

Ref: https://www.kulturnatten.dk/en/Culture-night





[image: ]
Figure 4. Illustration of Fourier transformation and how it relates to future experiments at ESS.


3. [bookmark: _Ref116939536][bookmark: _Toc117152985]Instrument Data Scientists

Feedback to STAP Comments from spring 2022
IDSs Having regular discussions with staff in similar positions at ORNL and ILL is working well and is to be encouraged to continue
Agree and it is the intention that this should continue. The IDSs are currently working on resuming these meetings after a break.

It is also important that the DMSC head and the Neutron Instruments Group leader act in concert and speak about the roles of the IDSs with a single voice, for the IDSs are domain specialist scientists too.
The STAP wants to emphasise the importance of making it clear to all stakeholders what are the responsibilities and expectations of the IDSs, including the extent to which IDSs will operate as local contacts, how they will figure on publications, etc.
So far there has been no major misalignment between the message from the Head of DMSC and the Neutron Instruments Group Leader, who discusses this occasionally. . Moreover, the IDSs have weekly meetings where the Head of DMSC as well as the Group Leaders for Neutron Instruments, DRAM, and ECDC are invited as well. These meetings are important for aligning activities. It is also worth noting that publications are governed by the ESS scientific publications policies. All that being said, a meeting has been scheduled with the Acting Head of DMSC and the Neutron Instrument Group Leader to specifically discuss this topic. 

It is concerning that the IDSs’ evangelisation efforts in both Python, for data reduction and analysis, and event data processing appear not to be gaining much traction. As well as from the DMSC, this needs to be equally encouraged by the management of the NSS division and Neutron Instruments group.
We feel that this is a bit of an overstatement based on low turnout at our latest Python training workshop at ESS. That being said as a consequence of the low turnout we changed the format to make it more worthwhile for the instrument scientists to attend. In May we held a workshop where we introduced the DMSC software stack to the Instrument Scientists. One afternoon was for instance dedicated to learning scipp. This was well-received and the plan is to hold these workshops on a regular basis (e.g., once per year). The Group Leader for the Neutron Instruments Group recently reiterated his commitment to these workshops.
However, the advice on engaging management in the NSS division and Neutron Instruments group is well received and this will be discussed at the aforementioned meeting. We will continue to offer Python training to staff and users. 

It may be worth considering a model where all instrument staff are expected to develop some portions of their reduction software themselves. In any case, while some may be reluctant to code, others will likely charge ahead on their own anyway, so a process that manages the maintainability of such developments needs to be considered.
This is an interesting idea and will be discussed with the Instrument Data Scientists. The major challenge will probably be that the instrument teams are rather lean and this is partly mitigated by supplementing the teams with an Instrument Data Scientist. 

In the continued process of user experience (UX) surveys, DMSC staff should be looking to get information from users, and not just instrument staff, to help decide on the right level of modularisation.
As mentioned this is a continuous process and opportunities at various user meetings and conferences are used for this purpose as well as the instrument STAPs, where users also are members. We have also had discussions about assembling reference user groups. The best option is to get feedback from actual users of our software. An interesting and potentially very fruitful idea came up at a recent easyScience workshop at ISIS, namely to let DMSC staff (IDSs) assist users at ISIS with analysing their data. An idea we intend to pursue from ESS side.

To truly understand users’ needs and wishes, not just reading their expressed preferences, is paramount. As well as surveys, it is worth considering one-to-one interviews with a selection of users for each technique that covers early career (Ph.D., post-doc, newly appointed lecturers), mid-career, and late-career users as representative user personae.
This has been done since the beginning of DMSC but not in a systematic way (see also response to previous recommendation). In the UX training our staff gets trained to engage in user discussions with the proper tools for this. Moreover, some of the DMSC staff has gradually started to work with different personas in their planning. 

The Instrument Data Scientist team
The table below shows the Instrument Data Scientists (IDSs) currently employed by ESS, the instruments they are assigned to, the associated class and the other instruments in that class.
	IDS
	Instruments
	Class / technique
	Other instruments 

	Søren Schmidt
	ODIN & BEER
	Imaging & Engineering
	None

	Céline Durniak
	DREAM & MAGIC
	Diffraction 
	HEIMDAL, NMX

	Wojciech Potrzebowski
	LOKI
	SANS
	SKADI

	Gregory Tucker
	CSPEC & BIFROST
	Spectroscopy
	MIRACLES, TREX, VESPA

	Andrew McCluskey
	ESTIA
	Reflectometry
	FREIA



Although the Instrument Data Scientists are assigned to the specific instruments indicated in the table above they generally keep an eye on all instruments in their instrument class. 
As mentioned in Section 2.7.1 we currently have a post doc, Justin Bergmann, working on the data processing pipeline for NMX, and who therefore informally assumes the role of an NMX Instrument Data Scientist. 
We do not have an Instrument Data Scientist with expertise in QENS. Formally QENS is in Gregory Tucker’s scope, but Céline Durniak and Andrew McCluskey both have an interest in QENS and they therefore also contributes to this domain. 

Achievements and activities
The IDSs assumes a more and more central role in provisioning the integrated data pipelines for the instruments and bridging the instrument teams and DMSC. The experience so far for this particular role is overwhelmingly positive. Their role in project managing the DMSC deliverables is discussed in Section 2.3.2 and will not be discussed further here. Of other achievements and activities can be mentioned:
· Participants in tests of ESS detectors and other equipment at other facilities with the instrument teams [all]. This is also an opportunity to test the DMSC software. VISA was for instance used during the LoKI detector test at ISIS to get access to data processing software (scipp and SasView) at ESS. 
· Working on data reduction workflows for their instruments and getting suitable test data (e.g., from simulations) 
· Working on or have developed commissioning plans jointly with instrument scientists
· Participants in proposals and externally funded research projects [currently ODIN-BEER & LoKI IDS]
· Playing an active role in the YMIR and test beamline projects [ODIN-BEER IDS]
· Collaborating with the various development teams on defining data formats 
· Participating in or submit their own beamline proposals 
· Contributing to training activities at schools
· Co-developing analysis software
· Apprising instrument teams and class coordinators about DMSC developments

Challenges
There are obviously also a number of challenges:
Project monitoring and tracking. This is discussed in Section 2.3.2. The challenge is to keep an overview of the progress for provisioning an integrated data processing pipeline which depends on multiple development teams. This challenge is directly related to risks 17 and 18 in Appendix A. Configuration change management and continuous integration for the entire pipeline (particularly the interfaces) are considered to be vital tools for this. 
Lack of experience with commissioning. The team as such has little experience with commissioning of real neutron scattering instruments. The IDSs therefore seek to engage with existing commissioning projects such as AMOR at PSI or ILL when they resume operations. The aforementioned detector tests also play a vital role in this regard.
User support. The team also to various degree has little experience with user support and we therefore try to get them involved in supporting users with their data processing at other facilities. This will also be an opportunity to market the ESS solutions and to get valuable user feedback.
Support for analysis software development. Our development team for analysis software is currently insufficient to provide support for all instrument scientists. It is particular the IDSs for ODIN (imaging) and ESTIA (reflectometry) that suffer from this and where there is a lack of progress. This is not necessarily critical as there is still some time before Hot Commissioning starts. Moreover, the recruitment of a subject matter expert in imaging for the development team for analysis will alleviate this situation, as well as collaborations and externally funded project. Nonetheless, in the end we will have to prioritize between the different techniques as mentioned in the Charge (Section 1) for the STAP. 

See Appendix A for a nearly-comprehensive list of risks for the IDS team.


4. [bookmark: _Toc117152986]Data Reduction, analysis, and modelling (DRAM)
Feedback to STAP Comments from spring 2022
The Scipp pages for LOKI show that that team has done an impressive job of working with their IDS to understand their reduction workflow. Other instrument types should be encouraged to do a similar level of documentation of their reduction process if they have not already started to do so.
This is indeed the plan and good progress have also been done for other instruments.

At the next STAP meeting we look forward to a more complete overview of EasyScience, how DRAM sees it working for the different techniques, the challenges and benefits, and also the current scenario for supported analysis software packages for the initial instrument suites. 
The STAP would like to have the full view of what is expected to be supported, what is being developed in collaboration with other facilities, and the risks that are involved by technique. The STAP wishes to emphasise to ESS senior management that support for analysis software is very important for early scientific success, and a core of supported packages needs to be in place by first science.	Comment by Thomas H. Rod: This is still missing and important. Should be presented and discussed at the STAP meeting
See Section 4.5 for an initial report. We look forward to this discussion. Moreover, we would appreciate getting the STAPs input on how to prioritize the different requests for easyScience Apps. 

It was somewhat surprising to see that DRAM was taking over the responsibility of Continuous Integration/Continuous Development from DST. It seems like a Deployment Engineer might be needed across the ESS complex to ensure consistent methodology and to take this burden off staff who have skill sets related to the scattering science.
Modern software CI methods now run in the cloud. We follow this trend as it gives a better CI workflow for our developers. However, the question about deployment still needs to be addressed. As previously mentioned a central IT Infrastructure group is currently being created which seems like a natural placeholder for such a role. 

Scope 
The DRAM group is responsible for providing the data reduction, analysis and modelling software for all instruments at ESS. 

Staff
The DRAM group has currently 9 members and one additional group leader. The data reduction team has 3 developers dedicated to the scipp project, the data analysis team has 3 developers for development of analysis software currently within the easyScience framework. The instrument modelling team has one person partially seconded from the Technical University of Denmark, one post doc funded by the EU projects PaNOSC and HighNESS, and finally since 1st of August 2022 a post doc funded by the Swedish Research Council who work on questions related to both data reduction and analysis for NMX. 

Data reduction software
Scipp continues to be developed with input and requirements from instrument data scientists. The collaboration between the scipp team and the IDS team runs very good in a stable modus operandum with a mixture of joint meetings, pair-programming, and lively discussion on a dedicated Slack channel. 
The scipp software products and their relations to general external technologies are shown in Figure 5. Compared to previous reports two new modules, Plopp and ScippNexus, have been added to the scipp software stack. This is a part of an overall strategy of keeping the software stack as modular and easyly maintainable as possible. 

 Scipp
Work has been put into bugfixes and general usability improvements. We list a few of them here:
· Many small usability improvements and work on completing the basic set of features.
· Greatly improved interface for binning, grouping, and histogramming event data.
· More concise, readable, and user friendly.
· More features, e.g., better support for coordinate transformations involving sample meta data.
[image: ]
[bookmark: _Ref117025242]Figure 5. The data-reduction software stack developed by DMSC. Responsibilities and connection to external libraries in the scientific Python ecosystem.

· Streamlines workflow for event-filtering in many applications.
· Eliminate a number of issues with memory usage and performance.
· Extend number of convenience wrappers for SciPy functions, such as scipy.ndimage, scipy.optmize, and scipy.interpolate.
Currently Scipp has reached version v0.16.4.

 ScippNexus
As part of developing scipp native NeXus file loaders, the ScippNexus sub-project was formed. ScippNexus is a h5py-like utility for NeXus files with seamless scipp integration. The design goal of ScippNexus is to make it easier for users to work with NeXus files in scipp, instead of using e.g. h5py. h5py is a convenient and powerful tool for accessing groups, datasets, and attributes in an HDF5 file. However, it operates on a lower level than the NeXus class definitions, which typically treat an entire group as a distinct entity. ScippNexus obviates the need for lengthy low-level code. It provides an h5py-like API, but applies the paradigm at the NeXus-class level. This is especially powerful since a number of concepts in scipp map well to concepts in NeXus.   
ScippNexus, is not neutron-specific, and hence can potentially to be used in a wider scientific community. Furthermore, it has successfully been used in practice, e.g., to load NUrF data (UV and fluorescence spectra for sample, during neutron experiment). 
Currently ScippNexus has reached version v0.3.0. Documentation for ScippNexus, installation tips as well as user guides for getting started are as always included in the documentation pages.  

 Plopp
The scipp team has released a new plotting module named Plopp. It has become increasingly clear that some of the design choices for Scipp's default plotting were problematic, in particular the automatic resampling for large data, including event data. After re-evaluating the general plotting requirements it was decided to remove this feature. Plotting support has been largely refactored or rewritten, as part of the new small library, Plopp. The current Scipp plotting interface is being replaced step-by-step: (1) Opt-in to new plotting interface, (2) deprecate the old plotting in Scipp, (3) new plotting becomes the default, opt-out of new plotting interface, and (4) remove old plotting in Scipp. We are currently in phase (1). 
Plopp will also provide a mechanism for concise creation of custom interactive plots with interconnected widgets and other functionality. This will facilitate creation of simple custom user interfaces, which may be a solution for providing adequate user interfaces for data reduction. 
Currently Plopp has reached version v0.2.2. Documentation for Plopp, installation tips as well as user guides for getting started are as always included in the documentation pages.  

 Meeting with ISIS about scientific knowledge encapsulated in Mantid
The scipp team attended a workshop at ISIS focusing on how to best share scientific knowledge that already exist in Mantid and how to proceed with the partnership and collaboration on data reduction software. One major remaining aspect missing in the Scipp ecosystem are the neutron-specific algorithms encapsulating scientific knowledge. It has previously been recognized that this is one of the things that should outlive any data reduction software (e.g. Mantid or Scipp), but currently this knowledge is encapsulated in Mantid in an inaccessible manner. Examples include efficiency corrections, absorption corrections, and multiple-scattering corrections. Extracting this knowledge into smaller libraries would be a good idea in the long run. However, there is uncertainty on how to accomplish this and how to ensure correctness. 

 New staff members
In accordance with the P6 plan for DRAM a new scipp developer was recruited during the summer. The new developer will start in the beginning of next year (see also Section 2.3). 

[bookmark: _Ref117066661]Data analysis software 
The data analysis team currently consist of three core developers; a domain expert in diffraction, a domain expert in spectroscopy, and a domain expert in atomistic simulations with a background from commercial scientific software companies who is also an expert in SasView. To complement these, a domain expert in imaging is planned to be onboarded next year. Moreover, the analysis team is complemented by Instrument Data Scientists in SANS and reflectometry, who currently only have one instrument each to cater for. 
Erik Fransson from University of Technology is working on a joint Chalmers-MAX IV-ESS post doc project. The project is about statistical learning applied to diffraction data and will make use of easyScience / easyDiffraction. Last week Erik visited DMSC to work closer with the easyScience team.
The data analysis team is mainly involved on the SasView project for SANS, the PACE project for spectroscopy and the DMSC initiated easyScience project.

 easyScience design
The overall design goals of the easyScience project are to develop a general framework for data analysis that:  
· facilitates intuitive and user-friendly GUI (Apps) for simple tasks
· provides a uniform look-and-feel set of tools for analysing neutron data
· allows for Python API for advanced stuff, e.g.  by using Jupyter notebooks
· is suitable for rapid GUI development for typical analysis workflows by using premade components, both in the back end (easyCore) and in the GUI (easyApp).
· make use of existing engines (e.g. CrysFML, refl1d, etc. depending on the technique)
For easyDiffraction the original scope was furthermore defined as: “For new users of diffraction experiments, EasyDiffraction offers a clear, intuitive, reliable, easy-to-use, and stable software to analyse their diffraction data. EasyDiffraction is a versatile tool complex enough to respond to a large part of the scientific community requirements for ESS diffraction experiments. For more complicated cases, users can further analyze their data with other standard analysis software i.e. FullProf, GSAS-II, Jana, Maud.” 
One important aspect of easyScience is the re-use of existing engines for model calculations and thereby leveraging existing analysis libraries and specific domain knowledge. The easyScience projects collaborates on: 
· easyDiffraction - developed with ILL (CrysFML engine) & LLB (CrysPy engine)
· easyReflectometry - developed with FZJ, DLS, ORSO

For easyDiffraction, ILL and ESS have at recent meetings agreed on continuing the collaboration on sustaining CrysFML. In this agreement the ILL scientific computing group takes care of maintaining the CrysFML library jointly with Juan Rodríguez-Carvajal whereas ESS focuses on user interfaces including Python bindings for CrysFML. We are currently organizing a workshop / hackathon at ESS with developers from both ILL and ESS to facilitate knowledge sharing. The software mag2pol developed by Navid Qureshi at ILL was also discussed as a potential backengine for easyDiffraction. For this to happen mag2pol needs to be better modularized and it will therefore not be actively worked on at ESS for now. It was also agreed to jointly apply for external funding for analysis software for diffraction. Ideally we want a community driven project like SasView. Horizon Europe may be an option for applying for funding for this purpose, but we will also look into other avenues.
Unfortunately, the future for the lead developer of CrysPy at LLB is uncertain and we are therefore looking into how we best can retain CrysPy’s unique functionalities, which will be crucial for MAGIC.
Two new projects and collaborations are in the planning phase: 
· easyQENS has been requested by the CSPEC team 
· easyBragg for analysis of Bragg-edge image data. This is a new suggestion recently put forward by the ESS detector group and DMSC staff

 The data analysis software stack
The general plans for data analysis software managed by DRAM can be summarized as follows: 
· To use the easyScience project for powder, sxtal, and reflectometry
· and possibly also for QENS and TOF Brag-edge imaging
· but always in combination with other libraries (backengines)
· To be a leading member of the SasView project for SANS 
· The PACE project’s software products will be used for spectroscopy
· For Tomography we have MuhRec but there are also other solutions, including a good commercial solution that has been used successfully at ILL. 
· For Bragg edge imaging TOFLib from PSI is available as well as solutions from SNS and as mentioned potentially also an easyBragg solution. It will be up to the future domain expert for imaging analysis software and the ODIN Instrument Data Scientist to resolve the question about which software to use for TOF imaging. 

For the ESS instrument suite a mapping between the neutron scattering techniques and the data analysis software packages currently under consideration by the DRAM group is shown in Figure 2. [image: ]
Figure 6. Current plan for data treatment solutions for the first nine ESS instruments.

Figure 7 shows a range of possible solutions for data analysis for different techniques as well as what is currently available on the easyScience platform plus potential new analysis tools for QENS and TOF-imaging in easyScience. 



 
[image: ]     [image: ]
[bookmark: _Ref117028427]Figure 7. Neutron scattering technique and possible solutions for data analysis (left). Data analysis offered by the easyScince project and potential calculation backengine (right).

 easyScience design and potential risks
The design listed above for the easyScience project does have its own potential risks associated with it and requires that we keep an close eye on the
· Increased cost of maintenance
· calculation libraries need interfacing and maintenance
· core API needs updating/refactoring when a new technique is added
· changes to core API necessitate updates to all dependent projects
· Minimization performance might not be optimal in certain cases (e.g. when a given library has quick, analytical minimizers)
· Performance of Python-based backends is not optimal
· Porting non-Python libraries is not always easy, requires Python bindings  

General data analysis updates
During the last reporting period the data analysis team, has mainly been working on: easyDiffraction, easyReflectometry, and the easyScience core framework. Since the last STAP meeting releases have been made for the easyScience products with a number of new features been initiated or added: 
For easyScience core: 
· extension for multiple datasets/fit functions fitting
· IO rework of easyCore for speedup in XML encoding, and hence a more responsive GUI. 
· Started work on asymmetric peaks fitting in easyDiffraction 
For easyDiffraction: 
· easyDiffraction v0.8.4 was released
· polarized support in the GUI
· changing how experimental data are handled 
· starting working on file-less interface to CrysFML 
· Improved CrysPy interface	

For easyReflectometry: 
· easyReflectometry v0.0.5 was released
· surfactant Layer in GUI was added
· general bug fixes and minor improvements
· addition of multiple contrast support

PaNOSC and HighNESS
The DRAM group is involved in WP5 on instrument simulations in the PaNOSC project and in WP7 on Condensed Matter Physics in HighNESS projects. See the two previous reports for more background information about the two projects.
In PaNOSC WP5, the main purpose is to provide a harmonized simulation platform for simulations of both neutron and X-ray instrumentation, making it easier for users to learn both. Our tasks centers around the development of the python interface McStasScript used for running McStas instrument simulations. A number of new features have been added to McStasScript since the last STAP meeting:   
· Diagrams of instrument objects can now be displayed in a Jupyter notebook
· Improved error checking for better user feedback in a Jupyter notebook
· Compatibility with McStas 3.X
· Interactive quiz system in Jupyter notebooks – already used at different workshops
· Dynamic splits of instruments using MCPL - to speed up the repetitive part of similar simulations  
Currently McStasScript has reached version v0.0.51. Documentation for McStasScript, installation tips as well as user guides for getting started are as always included in the documentation pages.  
In HighNESS WP 7, one of the objectives is to optimize guide systems for a number of instruments using a range of possible moderator configurations. This project is related to the design of a new second source of cold, very cold, and ultracold neutrons at ESS. For this work a new version of guide_bot was written in python. A number of new features have been added to guide_bot since the last STAP meeting:   
· Dynamic line of sight breaking
· Wolter optics for specific SANS instruments 
· Using MCPL source to test performance of difference moderator designs
Currently guide-bot has reached version v0.0.27. Documentation for guide-bot, installation tips as well as user guides for getting started are as always included in the documentation pages.  

General DRAM updates
A series of four McStas instrument simulation workshops has been held at DMSC and in Lund, with topics ranging from beginner’s entry level to advanced user support. One outcome of these efforts has been the start-up of an ESS simulation group/network with focus on polarization simulations. Moreover work has been dedicated to preparations for a new release of McStas 2.7.x and 3.x; to be scheduled for Q4 or Q1. Finally, a large number of general McStas user support requests have be handled.   
The DRAM members have attended a number of conferences, workshops, summer schools, EU project meeting, etc.: DanScatt annual meeting, EuroSciPy, NOBUGS, ICNS, JCNS, PaNOSC summer school, HighNESS meetings, Scipp Workshop at ISIS, EasyScience workshop at ISIS, NMX Detector test at CERN, teaching SpinW at Summer School in Neutron Scattering 2022, ILL-ESS user meeting, and ILL meetings about analysis software for diffraction. 

5. [bookmark: _Toc117152987]Scientific Web Applications (SWAP)
Feedback to STAP Comments from spring 2022
The STAP advises exploring more widely across other divisions and directorates who might have staff to share the necessary competencies to mitigate the multiple single points of failure in SWAP
We are actively working with other departments to both share knowledge and potentially handover tasks that could be centrally managed such databases and deployments. In the recent re-organization meeting a new Operations and Infrastructure directorate was announced with an IT Infrastructure unit. We have been in contact with relevant stakeholders and expressed our wishes to move certain dev-ops functions from the team into this central IT Infrastructure unit. 

We would encourage the ESS Management to ensure that the development of the whole system continue and not be delayed or reduced in importance, for doing so could result in many disparate and unconnected different systems being created to meet short term requirements
The two positions that were previously paused for swap has now been approved. The permanent hiring of these positions will help to deliver the long-term goals of SWAP. More information regarding the staffing situation can be found in Section 5.2the general update.

It is important for SWAP to have a clearly articulated product roadmap for development, knowing that what it first delivers will not be perfect and will evolve, rather than build the components for a ‘big-bang’ launch of a final product.
A complete roadmap until 2027 was created as part of the re-baseline project that has the constraints of delivering for HC and SOUP with a fixed schedule and resources. Based on these constraints ambition levels has been set to ensure a functioning flow for users with some compromises on functionality.
Additionally, both SciCat and the User Office is in use at multiple operating facilities. This gives confidence that software being developed is in a production ready state and provides critical user feedback and insights. 

[bookmark: _Ref117152552]Staff 
The team consist of four people (including a consultant), this is down from five from the last STAP as the person with a fixed term contract has resigned. Tasks are divided between staff in order to ensure an overlap of knowledge, this ensures that information is retained at ESS when staff leaves. There does exist a number of areas where knowledge resides only with one staff member, this in turn poses both a short-term and long-term risk. 
In the re-baselined project SWAP is expected to grow to five permanent staff in 2022 and have a flat staff profile for the planned period that ends in 2027. A request for two full-stack engineering recruitments was approved in June. Advertisements were published in July with interviews starting in August, these interviews did not produce a viable candidate. The positions have been readvertised and an increased effort in outreach is being made to attract suitable candidates.

 Integrations
A significant amount of work has shifted from development of new features into integration of software. There has been two main focus areas the last six months; 
· Connecting the User Office with the Identity Access Management (IAM) system to create and provide federated access for scientific users across platforms at ESS. 
· Deployment of SWAP software suite at YMIR in order to ensure successful data flow between experiment systems.
An initial integration between IAM and User Office has been made allowing the creation of user accounts in a central repository. The next step in this process is to configure the life cycle management of accounts and the migration of existing user accounts. The tasks associated with IAM has been proven to be underestimated, this is partly due to the complexity of the system provided as well as lack of resources available by IT in Lund. A more structured approach of working with these tasks are now in development and the hope is to be able to off-load certain tasks from Lund IT to an external company. 
At YMIR the full SWAP suite of systems has been setup and is now part of the testing procedure. At the last test it was successfully demonstrated that the creation of a proposal in the user office triggered the creation of proposal and room in SciCat and SciChat. It was also shown that NiCOS could pick up relevant proposal information from the user office and send it to the file-ingestor to be used for correct attribution of data. The next step in this process is to create files and folders with permissions based on user data coming from the user office. 

 PaNOSC 
The SWAP team is currently engaged in three PaNOSC work packages: Data Policy and Stewardship, Data Catalog Services and Pan-learning 

Data Policy and Stewardship 
SWAP has been actively involved in developing the data policy discussed in Section 2.5.
Data Catalogue Services 
One of the last developments was the implementation of scoring of documents across facilities. This enables users to find the most relevant results at the top and is a key component for the usability of the system. The system still needs more testing and refinement but shows promise. 

Pan-learning
As part of the PaNOSC summer school discussed in Section 2.7.1 the SWAP team held a presentation regarding proposal writing and data management with the focus on data curation to enable open and FAIR data. 
The e-learning platform that has been created as part of WP8 for PaNOSC is being migrated over to the SWAP infrastructure for long-term support. This is expected to add some additional workload on the team but fits within the scope and vision for the team. 

User Office 
The development of the user office system is continuing with the support from the Scientific Activities Division and our STFC partner. More features and refinements have been added to the system, notable ones are:
· Configurable proposal PDF for each call
· OpenID support
· Switching over to mono-repo
· New component for pre-defined messages
The system is currently being run at ISIS to handle the direct access call with an estimated 600 proposals to be submitted by the 19th of October this year. The plan is for STFC to sunset their old system by the end of the year and then investigate the usage of more modules such as the technical and scientific reviews. 
Work is ongoing with the safety team at ESS to design and implement a basic experiment safety flow, this work has been delayed by resignations in the safety group but is expected to continue during the fall.
The system was also presented at the poster session at the NoBUGS conference in September where it generated interest from other facilities. Some of these are now in the process of testing the system. 

SciCat 
The main ESS developer of SciCat resigned earlier this summer, this has meant a significant amount of time has been dedicated to the hand-over of knowledge.
In turn this has delayed the work of migrating the old unsupported backend solution to a new long-term solution. It is now foreseen that this migration will take additional months to complete and will require the engagement of the partner facilities. 
A new development has been PySciCat which is a small python library for communication with SciCat that was originally developed by Advanced Light Source. This has been adopted by ESS and is being expanded to serve the DRAM groups requirements for easy communication with SciCat in a Jupyter Notebook. 

Advice 
The SWAP team is interested in advice regarding the proposed user and data journey. Where can it be improved and what risks exist with the current design?

6. [bookmark: _Ref84932270][bookmark: _Toc117152988]Data Systems and technologies (DST)
Feedback to STAP Comments from spring 2022
OpenStack adoption is a key element of the DST plans and needs to be either better supported internally through timely recruitment or for there to be engagement with a third party company to provide enhanced support if staff with the required skillset cannot be recruited.
We are doing that - planning for the position coming in 2023 to have these competencies. This question may also be impacted by the establishment of a new IT Infrastructure unit. Moreover, we are currently looking into assistance from third party companies due to challenges with finding qualified candidates for our vacant positions. 

The strategy for the DMSC data centre urgently needs to be revisited. The questions of what type of data centre and services is needed, its location, and resiliency of the strategy to different scenarios of future hardware trends need to be comprehensively considered before any further commitment to the COBIS data centre is undertaken.
The DST group considered this when opting for a server room in COBIS and, provided DMSC could stay in COBIS, it is still judged to be the right strategy to have the server room in COBIS.  However, DMSC cannot stay in COBIS and therefore the strategy for the server room needs to be developed jointly with that of finding a new office space for DMSC. Some locations we have been looking at have capacity to host a server room, others do not, and some locations are closer to the existing server room in COBIS than others. DMSC management is working on a dual strategy where we have the option to keep the server room in the COBIS building but also the option to move out if we find it suitable for us (see Section 2.5). It is doubtful that BII, which now leases the COBIS building, can commit to hosting our server room in the COBIS building for more than a limited number of years.  Hence, we currently believe the least interruptive solution is one where we gradually can ramp down in the COBIS building while ramping up in a new place. An emerging trend that also needs to be considered is that of data centre hosting by a 3rd party, either commercially or non-profit, where all hardware is installed, hosted and maintained by an external corporation. In relation to this we also plan to learn from the experiences at EMBL where EMBL in the UK is handling data from some of the beamlines in Hamburg. Hence a setup similar to that of DMSC.

yes. Jesper and Thomas need to write about this in the DMSC strategy paper.
Visit EMBL in Hamburg and Cambridge.
The data center location at this point will be relying on BII good will.



Scope
The scope of the Data systems and Technologies group (DST) is to provide the IT infrastructure for scientific computing at ESS. This scope covers the connectivity from the neutron instruments to a data center on the ESS site, storage and compute systems on site for data acquisition, live data reduction and live data analysis. It also covers connectivity between the data center on site in Lund to the data center in Copenhagen where systems should be available for post experimental processing and long-term storage. Also included is the systems required to support this infrastructure such as systems for deployment and provisioning, for INFOSEC and for integration with other ESS systems, with federated services in the PaN community and with EOSC. 
Staff
Figure 8 Staff ramp up plan for DST in the period 2022 to 2027

The DST group consist of 4 persons including the group leader. In addition to the current staff level there are 2 vacant positions in the group in accordance with the re-baselined plan for DST. DST is running a recruitment process for those two positions. So far it has proven very difficult to attract viable candidates. A third position starting in Q1 2023, also according to the P6 plan for DST is pending approval from ESS. This staffing situation poses a significant risk both to the overall risk of lacking required competences in the group by not having the two positions filled, but also on not having sufficient man power for the number of tasks at hand. So far this has been mitigated partially by focusing on the bare necessities needed to ensure other groups can progress and, as mentioned above, by out-sourcing parts of the externally funded work in the PaNOSC and HighNESS projects. As mitigation steps DST is looking into whether relevant consultants can be identified from existing framework agreements and awhether student workers can be utilized to perform some of the more trivial work and thereby freeing up full time DST staff for more complicated tasks.
As part of the ESS re-baselining process, a new and revised staff ramp-up plan is in place for DST. Figure 1 shows the staff ramp-up plan for DST in the coming years.

Achievements since last STAP
Since the STAP in April 2022, DST has made the following major achievements:
YMIR test beamline: DST has progressed the work on setting up the YMIR test instrument as a real production instrument. This work is well underway and in close collaboration with the ECDC group and the ICS division. Since April many issues has been ironed out and important lessons learned and successes is being achieved if not every week then at least every month.
Spectrum Scale: The Spectrum Scale storage system has been fully installed and commissioned in both DMSC data centres. This has allowed DST to sunset our oldest file system (Lustre file system from 2011) and has proven important to increase the performance for the users of the DMSC compute cluster. 
VISA: DST has deployed a VISA demo setup on an interim OpenStack backend and DST is working very actively with IDS’s and instrument teams on getting the correct software stacks into VISA and how t best work with the system. So far this has been very successful , even though some technical issues has had to be solved. 
OpenStack: DST has put a lot of effort into getting a production grade OpenStack up and running and this has been achieved. At this point DST can offer two separate production grade OpenStack installation (one for each data center) so there is still work to be done on integrating these two installations and also is expected that DST will continue to improve on these installations in the coming years. 

Challenges
Despite the progress made since the last STAP, DST faces some challenges in the remaining period of 2022. These are:
· Not having been able to find candidates to backfill positions since 2020 fr various reasons continues to impact the implementation of a dual-site OpenStack virtualization environment as well as furthering the development of the DST deployment stack
· The general staffing level in DST prevents work that spans beyond keeping the DST systems running and implement the absolute necessities in order not to block other groups from working. Considerable risk exists that the latter will not even be possible to avoid.
· The supply chain issues impacting most of the IT market poses significant risks that the DST capital investment plan for hardware and services will not be executed to the full extent in 2023 whereas 2022 seems manageable when carefully adapting the DST investment plan to the monthly updated P6 plan for ESS.  

PaNOSC & HighNESS
DST is involved in WP4 Data Analysis Services, WP6 EOSC integration and WP8 Staff and user training in PaNOSC and WP9 Computing Infrastructure in HighNESS. 

PaNOSC WP4 Data Analysis Services
For DST’s involvement in PaNOSC WP4, the focus is on integrating the VISA portal into the DMSC infrastructure as well as providing Jupyter-based serviced for data analysis. This work has progressed; Jupyter services are available to some extent and VISA is available in an interim setup for testing by other ESS groups and by few select users outside of DMSC. So far, the feedback from the VISA setup has been positive and important experiences and feedback have been gained by the DST team.

PaNOSC WP6 EOSC integration
In WP6, DST is working on federated AAI (Authentication and Authorization Infrastructure) by integrating relevant DST services with UmbrellaID. Work on the PaNOSC software catalogue and on data transfer services has also been performed. In addition, DST has contributed to the PaNOSC service definitions. Currently federated AAI is available against the DMSC LDAP, the ESS AD and UmbrellaID. 

PaNOSC WP8 Staff and user training
DST is involved in a small part of WP8 Staff and User training, and has worked on migrating the old e-neutrons.org training portal to ESS infrastructure. At this point the portal is running on DMSC servers as pan-training.eu and have been integrated with UmbrellaID for authentication and authorization. The DST groups involvement in WP8 is at this stage limited to support and maintenance of the infrastructure running the pan-learning.org portal.

HighNESS WP9 Computing Infrastructure
HighNESS is an EU Horizon 2020 project on designing a second moderator for ESS allowing for high-intensive cold, very cold, and ultracold neutron experiments to be conducted at ESS. Work package 9 is concerning the compute infrastructure needed for the design work in the project. The work focuses on:
· Providing a cloud service for running McStas simulations 
· Providing a cloud service for running Ncrystal simulations
· Ensuring that any (if any) changes to the McStas source code are merged into the McStas production branch.
DST is driving this work by having the work package leader role. While all three bullet points above is progressing, there is still work that needs to be done. The HighNESS project funds 0.5FTE in DST over a three-year period. DST is expecting that VISA will be used to provide these cloud services. 

Procurements
In 2022, DST will procure hardware, services and licenses for a total of 973KEUR. These purchases will be distributed on the following categories:

HPC: replacement of 24 nodes dating from 2017. The aim is to procure 24 new nodes and have the increase in FLOPS capacity factor in as the required increase in compute capacity. 
InfiniBand: The existing rudimentary HDR fabric needs to be built out into a proper and  fat-tree topology for scalability and increased port capacity for new HPC hardware.
Ethernet: Procuring 100GBE equipment required for connections to instrument halls as well as for replacing existing 1GBE and 10GBE equipment. 
Beamline and user equipment: Workstations, monitors etc. for instrument cabins. 
[bookmark: OLE_LINK1]Licenses: Miscellaneous software licenses, predominately for the DRAM group.  
[bookmark: _Ref117062801]Figure 9. Cost distribution of the 2022 capital investments in DST.

Services: Service agreements for operating the COBIS data center, for the site-to-site link and for the connection to the Danish NREN. 
Miscellaneous equipment: This covers things like workstations, office network, minor spare parts etc. 
Figure 9 shows the cost distribution for the categories above.
The status is that the HPC and InfiniBand tender have been completed while the tender for Ethernet equipment is still open. Aside from this a number of smaller RFQ’s and framework purchases is still in progress. 
A significant risk recognized by the DST team is the significant supply chain issues which currently impacts most of the IT market and. It is of particularly relevance for DST that Mellanox is heavily impacted by this. 



Installations in Copenhagen
The hardware installations in Copenhagen consists of:
· HPC: 116 nodes in 4 different queues.
· GPU: 2 A100 card server deployed into production.
· InfiniBand HDR fabric: Deployed into production
· InfiniBand QDR fabric – to be sunset.
· 1GBE, 10 GBE and 100GBE ethernet fabric: deployed into production.
· OpenStack VM environment: deployment on-going. Current status is:
· Prototype running with the following features:
· Keystone OpenStack authentication
· Horizon OpenStack GUI interface
· CINDER block storage connected to Spectrum Scale 
· GLANCE object storage connected to Spectrum Scale
· Neutron: Functions but is not yet under configuration change management. 
· Production system being deployed simultaneous with testing and configuring Neutron. 
· Legacy Ovirt based virtualization environment – to be sunset.
· Spectrum Scale Storage system: Deployed into production
· Legacy ZFS systems of a total of 480TB
Moreover, DST has increased the effort on providing various JupyterHub and VISA instances on the available compute infrastructure. We envision that this will be one of the major user interfaces to ESS computing infrastructure in operation. We can see in the usage statistics that this effort has been well received and users are using these technologies to interface with the DMSC cluster to great extent. 
In April 2021 DST reported that the usage of the DST HPC environment has changed from being almost exclusively based on MCNP based simulations with a lower fraction of McStas jobs, all predominantly run by the detector group and by the ESS Spallation Physics group (formerly known as Neutronics) to now include more and more jobs from instrument scientists and instrument data scientists. 
This trend has become even clearer since then and has also prompted an increase in resources consumed so that the DMSC cluster now runs at about 85% occupancy despite a significant increase in FLOPS capacity in both 2020 and 2021 and 2022. 
DST has also deployed a KeyCloak instance into production providing federated AAI against ESS identity sources and against UmbrellaID and OrchidID. The use of this service is gradually being rolled out into production as needed.

Installations in Lund
Currently the hardware installations in Lund consists of:
· Lenovo DSS Spectrum Scale 850TB storage system
· Networking (100Gbe, 10Gbe, 1Gbe and HDR InfiniBand) is in place
· Connection to the Copenhagen data center established and services are provided across that link for 
· Deployment and provisioning (Foreman and Puppet)
· DNS
· LDAP
· Virtualized services.
· 8 Filewriter servers
· 20 Kafka servers
· 18 Event Formation Unit (EFU) servers
· 2 VM hosts (96 cores and 1TB memory each).
These systems are being used for cold commissioning of the experimental control and data acquisition systems developed by the ECDC group. This work is well under way and DST and ECDC have been able to use YMIR as a practical project for starting this work and get the basic integrations going already at this stage.   
DST will also, when possible, install computer equipment in the control cabins for users to control and monitor their experiments and for reducing and analyzing resulting data on ESS infrastructure. DST interfaces directly to instruments 1-8 through the Common Electrical Project in order to ensure a standardized architecture for networking within the instruments themselves. The Common Electrical Project is a collaboration between the instrument teams, ICS and NSS. The equipment for this is in procurement.
 
Participation in synergy groups on IT systems
More generally, DST collaborates with the other IT focused divisions at ESS, namely ICS in the Technical Directorate and IT in the Admin and Project Support Directorate. Besides the aforementioned Common Electrical Project, the areas of collaboration are:
· Information security
· Infrastructure architecture - to ensure as many commonalities as possible between the groups
· Networks
· Hosting infrastructure
· Off-site hosting solutions for other DMSC groups (ICS and IT). 
· Remote access
· Identity and Access management system for all of ESS (driven by the IT division). 
· Disaster recovery for control systems etc.
· Procurement (e.g. tender design, review and common framework agreements).
· Participating in framework agreement on server hardware together with ESS-IT and ICS. 




Appendix A. [bookmark: _Ref117079659][bookmark: _Ref117083076][bookmark: _Toc117152989]Risk workshop for Instrument Data Scientists
Participants in workshop
	Group members
	Stakeholders
	Care takers

	· Céline Durniak
· An(drew) McCluskey
· Søren Schmidt
· Wojciech Potrzebowski
· Gregory Tucker
· Thomas Holm Rod
	· Andrew Jackson (Group Leader for Instrument teams)
· Brian Lindgren Jensen (DST)
· Matt Clarke (ECDC)
	· Thomas Holm Rod (chair on behalf of Petra Aulin)
· Thomas Larsen (minutes)




	Mission

	Ensure the delivery of an integrated data pipeline for each instrument, a smooth user journey and scientifically productive user experience. Support the development of a world leading user program. Stay at the forefront of their respective fields.





	Risk (Event, cause,
cons:equence)
	Risk Owner
	Sev-erity
(1-5)
	Likeli-hood
(1-5)
	Col-our
	Mitigation
suggestions
	Lead-
ing 
to
sev-
erity
(1-5)
	Lead-
ing 
to
likeli-
hood
(1-5)
	Lead-ing
to new 
colour 

	1 Cause: Key staff leaving
Event: Failure to deliver the full data processing pipeline. 
Consequence: Degraded user experience and poor scientific output
	Thomas Holm Rod
	4
	4
	Red
	Work environment.
	4
	4
	Red

	2 Cause: Lack of communication with instrument team
Event: data processing pipeline fails to meet requirements.
Consequence: Degraded user experience and poor/no scientific output. Bad reputation. 
	Thomas Holm Rod
	3
	4
	Yellow
	IDS attendance at instrument project meetings. Instrument scientist and IDS cooperation. 
Organise regular meetings.
	2
	3
	Green

	3 Cause: Insufficient resources. 
Event: Lack of quality analysis software.
Consequence: Degraded user experience and poor/no scientific output. Bad reputation.
	Thomas Holm Rod
	2
	3
	Green
	
	2
	3
	Green

	4 Cause: Support for critical software stops
Event: Lack of required analysis software.
Consequence: Degraded user experience and poor/no scientific output. Bad reputation.
	Thomas Holm Rod
	4
	2
	Yellow
	Collaboration and agreements with stakeholders.
	4
	1
	Green

	5 Cause: Inadequate version management of the software stack.
Event: Non reproducible data analysis 
Consequence: Error in data processing leading to incorrect scientific results.
	Thomas Holm Rod /Robert Connatser
	1
	3
	Green
	
	1
	3
	Green

	6 Cause: Unexpected instrument and source performance. 
Event: Not understanding data. Data processing showing unexpected results.
Consequence: Delays in hot commissioning and start of user programme.
	Andrew Jackson
	4
	3
	Yellow
	Agreements with target and accelerator on source caracteristics. Performance and integration testing. 
	4
	1
	Green

	7 Cause: Inadequate communication of changes to compute requirements.
Event: Insufficient compute resources for proper data management.
Consequence: Degraded user experience and poor/no scientific output. Bad reputation.
	Thomas Holm Rod
	3
	2
	Green
	
	3
	2
	Green

	8 Cause: Lack of IDS competences.
Event: Insufficient support for instrument commissioning.
Consequence: Delay in start of user programme.
	Thomas Holm Rod
	4
	4
	Red
	Training, hiring more people, make competence mapping.
	3
	3
	Yellow

	9 Cause: Lack of knowledge 
Event: User not asking for/accepting help
Consequence: Degraded user experience and poor/no scientific output.
	Andrew Jackson
	2
	3
	Green
	
	2
	3
	Green

	10 Cause: Limited DMSC staff resources
Event: Insufficient support for instrument commissioning.
Consequence: Delay in start of user programme.
	Thomas Holm Rod
	4
	3
	Yellow
	Tracking and ask for contingency if needed. 
	2
	1
	Green

	11 Cause: High IDS workload due to commissioning.
Event: Failure to stay up to date with scientific state of the art.  
Consequence: Degraded user experience. Slow development of user programme. Frustrated Instrument data scientists.
	Thomas Holm Rod
	2
	5
	Yellow
	Expectation management. Collaboration with universities, other facilities etc. 
	1
	5
	Green

	12 Cause: Undetermined instrumental resolution estimate for Bifrost.
Event: Uninterpretable data at the time of commissioning 
Consequence: Delay of the user programme.
	Thomas Holm Rod
	2
	3
	Green
	
	2
	3
	Green

	13 Cause: Inadequate expectation management.
Event: Not meeting user expectations for instrument performance and data analysis.
Consequence: Unsatisfied users and reputational damage.
	Andrew Jackson
	2
	4
	Yellow
	user meetings and working with coms.
	2
	3
	Green

	14 Cause: Undefined requirements for remote control.
Event: Inability to control the instruments outside the instrumental hutch. 
Consequence: Failure to meet obligations to regulatory stakeholders.
	Andrew Jackson
	5
	3
	Red
	Have a policy in place and make sure to implement it.
	2
	1
	Green

	15 Cause: inadequate management (inappropriate processes and controls)
Event: Data processing pipeline not ready for hot commissioning.
Consequence: Delay to hot commissioning and user programme.
	Thomas Holm Rod
	4
	2
	Yellow
	Testing and validation. Processes.
	4
	1
	Green

	16 Cause: Lack of user expertise.
Event: Users unable to adequately reduce and analyse data.
Consequence: Drain on IDS resources
	Thomas Holm Rod/Arno Hiess
	2
	3
	Green
	
	2
	3
	Green

	17 Cause: Unmanaged change in an upstream software component
Event: Failure of downstream component. 
Consequence: Non working data pipeline and failed user experiments. 
	Thomas Holm Rod
	3
	5
	Red
	Improve ways of working. Policies and procedures. Configuration change management. Continuous integration.
	3
	2
	Green

	18 Cause: Unmanaged change in infrastructure
Event: Non working instrument or associated infrastructure.  
Consequence: Unhappy users.   
	Thomas Holm Rod
	4
	4
	Red
	Improve ways of working. Policies and procedures. Configuration change management. Continuous integration.
	4
	2
	Yellow

	Will not be worked on:
	
	
	
	
	
	
	
	

	Social security issues
	
	
	
	
	
	
	
	

	Integration of user equipment
	
	
	
	
	
	
	
	

	User office/data curation
	
	
	
	
	
	
	
	

	Inadequate testing and supporting 
	
	
	
	
	
	
	
	

	Too many software changes creating unhappy users. Moving office space, limited availability of hardware components. Important science behind an instruments changes. 
	
	
	
	
	
	
	
	

	Cannot satisfy expectations due to lack of resources
	
	
	
	
	
	
	
	

	Too many uncertainties result in frustration and insecurity.

	
	
	
	
	
	
	
	

	We are forced to move server room
	
	
	
	
	
	
	
	

	Connection Lund-CPH gets disrupted
	
	
	
	
	
	
	
	

	Limited availability of hardware components (increased cost, delays, reduced scope)
	
	
	
	
	
	
	
	

	Scientific focus area suddenly changes and we are no longer able to support important science.
	
	
	
	
	
	
	
	

	Customer goodwill & engagement is lost due to many changes
	
	
	
	
	
	
	
	

	We are forced to move office space in COBIS
	
	
	
	
	
	
	
	

	Not getting enough buy in from instrument scientists
	
	
	
	
	
	
	
	

	Social security, tax, working environment issues while working in Sweden and Denmark
	
	
	
	
	
	
	
	

	IDS's not being able to be local contact. Labour law, bad user experience, over worked instrument scientists
	
	
	
	
	
	
	
	

	Low stability of software stack.
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Appendix A. [bookmark: _Toc117152990]Monthly report to Science sub-project leader

Besides status on P6 activities, the following is reported:

DMSC status reported by Head of DMSC
[image: ]

 
Staff member 2022 - 2027

Number planned staff members in DST	1	2	3	4	5	6	7	8	9	10	11	12	13	14	15	16	17	18	19	20	21	22	23	24	25	26	27	28	29	30	31	32	33	34	35	36	37	38	39	40	41	42	43	44	45	46	47	48	49	50	51	52	53	54	55	56	57	58	59	60	61	62	63	64	65	66	67	68	69	70	71	72	4	4	4	4	4	4	4	5	5	5	5	6	6	6	6	7	7	7	7	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	8	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	9	Actual staff member in DST	4	4	4	4	4	4	4	4	4	4	4	




Distribution of investment costs for 2022	HPC	InfiniBand	Ethernet	Licenses	Services	Beamline equipment	Miscellaneous equipment	130000	250000	275000	70000	68000	100000	80000	
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DMSC-LOKI project on JIRA (from previous meeting)
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Reported status for DMSC (by Head of DMSC)

- Success/Achievements Failures/lssues -

* Have not yet been able to recruit staff for Data Systems and
Technologies and Scientific Web Applications due to lack of
qualified candidates

« Equipment arrives late due to supply chain issues.

GPFS rolled out on the HPC compute cluster providing

significant speed up on |0 bound applications.

* Received HPC nodes for 2022 - installation ongoing.

« Ethernet tender published - good interaction with vendor

* ODIN: Established monthly meetings on polarized imaging
with Hal (part of weekly ODIN-IDS meetings)

e YMIR: Planned next milestones for YMIR/Light-tomography.

« ESTIA: Beginning work on Selene guide alignment software
(with Artur Glavic)

* DREAM: demonstration of VISA for instrument team

* BIFROST: secondary flight-path model in STEP format

* LoKI: Data processing workflow presented at SAS2022 and
generic resoiution work presented at CanSAS meeting.

« Easy science workshop at ISIS (diffraction, reflectometry,
spectroscopy)

« Agreement with ILL on how to proceed with sustaining and

developing analysis software for diffraction

« To reduce the gap from lack of recruitment, the following « Hardware prices continues to rise and this will become an
have been initiated: issue in the years to come.
« Find useful service agreements « Lack of feedback from recruitment approval committee is
* Looking into adding Danish framework agreements if causing additional stress and frustration to admin and
needed management at DMSC

« Working on open up positions for student workers
« Offering employment in Lund to highly skilled web-
developer who has worked on SciCat for years as
consultant

- Opportunities/Acceler n Measures Threats/Risks -
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