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Introduction
This document gives a brief overview of the status and progress for mainly the instrument scope of the Experiment Control and Data Curation (ECDC) Group since April 2022. It includes information on the collaboration with the Neutron Instrument and Technologies Integration Support Work Package (WP12) of the Integrated Controls System (ICS) Division. 
ECDC with WP12 cover experiment control, beamline and device controls (EPICS, including for other NSS/SD groups), data acquisition, detector software event formation, as well as data management and curation. That puts the group into the position to be the first contact for instruments for many aspects. Where work is carried out by WP12, this is based on priorities set by ECDC. 

Figure 1: ECDC scope areas
Currently the group (excluding the section for Scientific Web Applications outside of NSS) consists of 10 staff with a background in either software engineering, science or both. This includes two staff that started in August 2022 to replace resigned staff members. The recruitment for one further person has been approved, but no recruitment is currently active. The idea is to wait until the new year when the recently joined team members have settled in. Staff numbers in WP12 have gone up to 6 in the recent months. Some members of the team are still being trained, but for the work coming up in the near future this seems an appropriate level.
Two events with major ECDC contributions have been:
· DMSC - Instrument Scientists workshop (May)
https://indico.esss.lu.se/event/3005/ 
Focus was on getting instrument scientists ready for cold and hot commissioning from the point of view of being able to use the ESS software packages. ECDC ran a day on experiment control (NICOS) and file writing (see more below).
· Instrument Network Architecture Review Workshop (August)
https://indico.esss.lu.se/event/3057/
First longer session (re)-evaluate some design decisions in the network and computing infrastructure.
After the rebaseline there is a closer look at performance and new ECDC milestones have been generated to allow better progress tracking. This is generally a useful exercise. But the plan is still missing important links to the rest of the project (instrument projects, sample environment and detectors for example) and service providers (DST, ICS WP12, ICS infrastructure). Those links are partially being worked on.
Response to previous STAP report
	STAP Comments
	DMSC planned actions / comments

	It might not been possible to totally commission all real setups on YMIR and therefore one should be ready to face unexpected problems during cold commissioning on the real instruments.
	Yes

	A serious investigation must be conducted to solve those the issues with electromagnetic compatibility (EMC) that seem related to the coupling between the VMM hybrid board and the multi-blade and the multi-grid detectors.
	VMM electronics integration work is ongoing - not in the DMSC/ECDC scope

	There is an opportunity to put in place better communications with the Detector group, ECDC should pro-actively engage in the process of ensuring a good end-to-end solution to the detection chain.
	The new detector group leader started this month, but they lost more key staff. Readout integration has been progressing with closer integration than before. This continues to be an ECDC priority.

	There is also a concern about the motor interfaces. It was not clear how much of the high level interfaces is in the scope of the device or in the scope of ECDC. This includes encoders, limit switches and hard stops as well.
	We will try clarify it for the next STAP. 
See figure 2.
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Figure 2: ECDC and ICS WP12 interface with Motion Control.  The “top level” and “control system” are the responsibility of ECDC/WP12. In addition, the IOC-PLC interface protocol PILS is being developed by ECDC in collaboration with MLZ.
Detectors
For detectors the ECDC group is responsible for receiving the raw detection signals from the detector readout master module developed by the detector group and to perform the subsequent event formation processing. In addition, the controls infrastructure for high voltage, gas handling, etc as well as the setup and configuration of the readout system lies with the group, at least for the coordination of the respective work to ICS. The person the detector group employed in May to drive the requirements has left the organisation in August already. A number of instruments and detector projects have voiced interest in gas handling and high voltage control. ECDC and WP12 volunteered to help standardise and implement the requirements until a new staff member from the detector group can take over again.
However, the integration of the slow control of the readout master is still making good progress. There is a master module for testing available at Ymir now (in addition to the modules in Utgard for detector group internal purposes).
With the new detector group leader in post since the beginning of the month, we expect to be able to establish a joint plan and timeline for upcoming activities. ECDC are taking a more active role in the integration projects for DREAM, MIRACLES, SKADI and ODIN (timepix3 & camera) than was previously possible. However, for the SKADI detector unclear responsibilities are stalling the project.
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Figure 3: Readout master deployed at Ymir (still being set up and connected to the timing system).
Ymir
The Ymir stakeholders continue to be committed to collaborating on the integration platform. The migration from the Utgård workshop to site took considerably longer than expected.  The regular live integration tests and demonstrations only resumed running again in September. They are scheduled roughly every 6 weeks and demonstrate the controls, data acquisition and NICOS set up for an instrument to various relevant parties. 
The main new additions to the functionality that have been achieved are:
· Installation of the readout master, mentioned above (not yet demonstration-ready)
· Proposal system integration with data catalogue workflow
· Light tomography setup with raw data path
The proposal side makes it possible to:
· prepare a beamtime proposal for Ymir
· approve the proposal
· schedule the experiment
· login to NICOS and select the scheduled experiment
· collect data for that proposal 
· see the collected datasets appear in the data catalogue (with correct permissions)
This has been achieved in close collaboration with the SWAP team. A number of open issues need to be resolved for an upcoming milestone in December to make this fully work for the user journey. For example, access to data from the file system or as download from SciCat (both need support from DST).
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Figure 4:
(a) the Ymir instrument at ESS; (b) the optical light tomo-graphy setup at Ymir; (c) an ORCA Hamamatsu camera of the Test Beam Line; (d) the rotation stage and "scintillator" of the setup; (e) the LED light source of the setup. 

On the imaging data side, we are able to write data in the correct NeXus baseline format. Some optimisations are still pending. The cameras available (FLIR and Hamamatsu) still lack tight timing integration, though. Figure 4 shows the assembled hardware.
File Writing and Infrastructure
[image: ] [image: ] Figure 5:
Overview of infrastructure tests and one example of results (Grafana raw data).


Finally with respect to general data steaming infrastructure the group carries out a number of tests for performance verification. There is some upcoming work in use the data as a basis for some improvements. The Kafka infrastructure is also being extended to include authentication and authorisation, so that user processes are able to live reduce data.
As a disaster recovery test the team deleted a virtual machine and tried to re-install the OS and redeploy the required software. This was overall successful, but did require more manual intervention than strictly necessary. A number of Jira issues have been generated to improve the systems and processes.
The group completed a major milestone by producing a baseline of the NeXus structure and content for 6 or the early (and test) instruments with the nexus constructor. The results for AMOR, ODIN, BIFROST and LoKI are depicted in figure 6. Sessions to introduce, evaluate and verify these templates are scheduled over the next weeks with the respective instrument teams and DMSC IDSs.

[image: ][image: ][image: ][image: ] Figure 6:
NeXus geometry information embedded in the baseline file writer templates for AMOR @ SINQ with multi-blade detector (top left), ODIN chopper cascade (partial, top right), BIFROST detector with analyzer crystals (bottom left), LoKI sample and detector assembly (bottom right). Views rendered by the nexus constructor, a NeXus-aware tool to visualize and edit the templates (https://github.com/ess-dmsc/nexus-constructor)
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Ymir Infrastructure Tests

by Afonso Mukai, last modified by Tobias Richter just a moment ago.

‘This page contains the plan and results of the Ymir
infrastructure tests. For the old Utgard test plan, see Test carried out:
the page Utgérd Test Plan. g
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