
Cryogenics systems are critical within the framework of the LHC accelerator and its detectors. Interruption of refrigeration capacity has direct impact on accelerator
availability and the acquisition of physics data. During the second Long Shut down 2, spanning from 2019 to 2020, one key element for reliability enhancement was the
application of a robust preventive maintenance and calibration policy. Lessons learned after the first previous Long Shut down has allowed to develop, optimize, and
implement the tools and methods, in particular concerning the criticality analysis and the methodology for calibration of high precision instruments. In an effort to
improve the quality and the traceability for the maintenance instrumentation teams, a new integrated calibration tool application has been developed and implemented
with a software bridge to communicate with the existing CMMS Database. This implementation of the new calibration tool and associated database, as well as feedback
for several months preventive maintenance, will be explained in the poster.

Conclusion: We are now definitively oriented towards an integrated preventive maintenance strategy for monitoring the calibration of our critical sensors. This now works perfectly, but it 
required a significant investment for implementation and efforts must now be maintained on a permanent basis, in particular through the constant integration of equipment for new projects. 

We are currently in the database consolidation phase, recovering sensor data where possible (Hart or Profibus). The next step will aim to optimize the KPIs, in order to be able to drive even 
more efficiently during Long Shut Down 3.
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Once the solution was identified, we focused on the feasibility on the CERN site. Well helped by the EN-IM-AMM section, which provide a collaborator available to us to develop 
the product, we managed not without difficulty, to install the CMX database on an Oracle Cloud Server. Then in a second step, the bridge communicator was implemented and 
made functional by the CERN team in collaboration with experts from the Beamex company. For our part, we started by asking ourselves the question of the number of sensors 

that would be affected. We have therefore extracted the complete lists of our DI and AI, in order to highlight the most critical sensors, according to their function in terms of 
machine and human safety as well as the regulation loops.

Total sensors for LHC: 17 251 positions, compare with critical 
equipments downloaded in CMX database: 2996= 17,31%
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