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DMSC



Data Management and Software Centre (DMSC)
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New location: moved from Copenhagen (COBIS) to Lyngby (DTU) 

2024-10-22

DMSC - Copenhagen area

ESS - Lund



DMSC & Scientific computing 
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Support user journey from proposal to publication with scientific computing tools & services



Instrument Data Scientists (IDS)

SCIENTIFIC COMPUTING 7

DMSC interface to instrument teams

2021-11-12

IDS

DMSC

Instrument 
Scientist(s)

Science / 
research



LOKI (& SKADI) Oliver Hammond**

DREAM (& MAGIC) Céline Durniak

ODIN (& BEER) Søren Schmidt

BIFROST (& CSPEC) Gregory Tucker

ESTIA (& FREIA) Nicolò Paracini**

NMX Aaron Finke

Instrument Data Scientists

DMSC organisation
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DG

Helmut Schober

Science Directorate

Giovanna Fragneto

DMSC

Thomas H. Rod

Administration & 
Project coordination

Petra Aulin

Scientific Information 
Management 

Systems
Fredrik Bolmsten

Data Reduction, 
Analysis, and 

Modelling
Torben R. Nielsen 

Data Systems & 
Technologies

Jesper R. Selknaes

Instrument Data 
Scientists

Technical Directorate

Kevin Jones

NSS

Robert Connatser

Experiment Control 
and Data Curation

Matt Clarke (A)

Hardware, 
Infrastructure,
VISA, Cyber security

scipp, easyscience, 
sasview, SpinW, 
McStas, ncrystal

User Office Software 
& Data catalogue



DST:

Remote Access

Integrated data pipeline

ESS-DMSC 92021-11-12

User office 
software

Experiment 
control

Stream 
events & 
meta data

Data 
reduction & 
visualization

Data analysis FAIR Data 
management

Technique
specific

IDS: Interface to instrument teams
Customization to instruments

Hands on support



Updates from 
DST

Infrastructure: HCP, GPU, 
storage, VISA, etc. 

Data Systems and 
Technology



DST - Status report
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What has been accomplished: 

2024-10-22

q New staff

q Filled almost all vacant positions (7+1 FTEs)  + 3 student worker 

q Considerable effort has gone into the future hosting situation

q Installed workstation for experimental control in the BIFROST hutch

q Installation of additional virtualization equipment in both datacenters

q Continues to work with VISA and software packages for reduction and analysis

q Integration with SciCat and UserOffice well underway with good results so far

q Engaged in the post-PaNOSC VISA ecosystem



Terminal equipment in hutches
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Status and plans

Status:
q Control systems workstations has been procured for tranche 1 instruments.
q Deployment and provisioning setup for tranche 1 instruments
q Physical workstation deployed in the BIFROST hutch and commissioning on going.
q Remaining T1 instruments are awaiting electricity and network to be available. LOKI, 
DREAM and TBL is upcoming.

Plans:
q It has been decided to move the scope to the IT division to provide local support since 
DST I physical located in Copenhagen. 

2024-10-22



DMSC server room
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After moving out of the COBIS building DMSC will need to eventually find an alternative 
hosting solution apart the server room in he COBIS building. Current lease for the COBIS 
server room runs out in September 2025. A parallel effort is on going:

Status and plans

2024-10-22

Effort Description Status
Extending lease in the COBIS 
building

Extending the lease for the 
current server room allows for a 
timely permanent solution.

Change request approved
Building owner is drawing up 
contract for extension. We aim 
for an extension to December 
2026.

ESS Lund options Exploring options on the ESS 
site in Lund

Facility Management is 
exploring and pricing options in 
collaboration with DMSC and IT.

DTU Lyngby Campus solution DTU and DMSC is exploring 
options for a solution on the 
DTU Lyngby Campus next to the 
DMSC address. 

Considerable resources from 
consulting engineers from 
major Danish companies are 
being put to use by DTU.



DST achievements 
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VISA and storage is now integrated with UserOffice

2024-10-22

• Joint effort with the SIMS group
• An accepted proposal now results in:

• A VISA instance
• A file structure for the 

experiments data
• Policies for data access and data 

transfer to Copenhagen.



Updates from 
SIMS

User Office & Data Catalogue

Scientific Information 
Management Systems
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Proposal Folder and File Structure (see Link)

PRESENTATION TITLE/FOOTER 17

• raw
This folder will contain the raw data files created by the file writer with the data collected during the experiment time.
Files/Folder are only writable by the file writer (ECDC staff), read-only for the proposal team + instrument team.

• reduced
This folder will contain the reduced data produced by the reduction pipeline specific for the instrument. The reduction pipeline should be running automatically, 
although the data instrument and instrument scientists might decide to run it additional times after the experiment.
Files should only be writable by the automated reduction processes

• derived
This folder will contain all the files produced by subsequent user run analysis pipelines.
The pipelines producing this data might be triggered automatically or manually by internal and external users which decide to store data related to publication in 
the ESS catalogue.
SciCat Ingested files need to be accessible and downloadable through SciCat, so they need to be protected from deletion and changes

• auxiliary
This folder is intended to contain all additional files that are instrumental for the proposal and experiment but are not directly part of the datasets available in 
SciCat.
These files can be produced before, during or after experiments.
Users will have write permissions on this folder.
SciCat Ingested files need to be accessible and downloadable through SciCat, so they need to be protected from deletion and changes

• temporary
This folder is for users to store any file that can be recreated or are not important and can be deleted at any point
Users will have full write permissions on this folder

The proposal folder structure is created as soon as the proposal is accepted and scheduled for beam time.

Top level path: /ess/data/<instrument>/<year>/<proposal_id>

2024-10-22

https://confluence.esss.lu.se/display/ECDC/Proposal+Folder+and+File+Structure


YMIR
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Testing it all

2024-10-22

Pr
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 ID
: 4

71
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0• Account creation
• Proposal creation
• Technical Review
• Scientific Review
• Scheduling
• Folder creation
• VISA Instance
• SciChat room creation
• SciCat dataset creation
• Simulating NiCOS to SciChat messages
• Jupyterhub to SciCat dataset creation
• Download



Updates from 
DRAM

Scipp, EasyScience, McStas

Data Reduction, 
Analysis & 
Modelling 



Data reduction & visualization software
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https://scipp.github.io

2024-10-22

ANIMATION



Data reduction workflows for ESS 
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On-line documentation // Getting started 

q scipp.github.io/ess

2024-10-22

q IDS team <---> Scipp team
q Part of a demo for DMSC STAP next week (& P6 MS)  



Data reduction workflows for ESS 
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(Very) Early preview version of auto-generated GUI for selecting and 
running reduction workflows in ESSsans

2024-10-22



Data analysis software
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https://easyscience.software

2024-10-22

User interfaces:
• Python
• Jupyter
• GUI

Multiple libraries (Calculators)

Other requests are:
• Data analysis for QENS
• Data analysis for TOF imaging

IDS team <---> Analysis team



Updates from 
integration test

Test the DMSC data pipe line. 
Can we read the files – and 
more …..



ECDC Data pipeline
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--> (DMSC) Integration testing
- CODA (COntinuous Data Acquisition) add for various instruments

− Writes multiple datafiles per hour by ECDC
− Datafiles are stored on DST hardware

− Data catalogued in SciCat by SIMS
− Data reduced and analysed by DRAM

− Has been the driver for solving many issues

- Established monthly data surgeries
− DRAM, ECDC, IDSs, SIMS

− Discuss/resolve issues with data and the data pipeline

2024-10-22



CODA
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q CODA (Continuous Data) continuously demonstrates the ECDC software infrastructure at work, 
from EFUs to file writing, through Kafka.

https://confluence.esss.lu.se/display/ECDC/CODA

2024-10-22



DMSC integration testing
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We are testing interfaces!

2024-10-22

User office 
software

Experiment 
control

Stream 
events & 
meta data

Data 
reduction & 
visualization

Data analysis FAIR Data 
management

Technique
specific



Overview
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q Gitlab project: https://git.esss.dk/dmsc-nightly/dmsc-nightly 

q Pipeline runs every night (00:05) 

q Currently have: 57 tests, with 29 failing, and 28 passing. (End August 2024) 

Different test set-up for different interfaces 

2024-10-22



What are we testing?
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q Chexus: 
q Verify that files written by ECDC adhere to the NeXus standard 

q File ingestor: 
q Check that the latest file found in the CODA folder is less than 24h old 

q Check that a Scicat query for the latest file in the CODA project is less than 24h old 

q Check that the file returned by the Scicat query is the same as the latest file found on disk 

q Nexus-Scipp: 
q Verify that files written by ECDC can be loaded by Scipp without any errors 

q Attempt to compute/unwrap the time-of-flight event coordinate in the files 

q Attempt to perform a reduction workflow (e.g. compute I(Q)) 

q Can reduced result be uploaded to Scicat? 2024-10-22



DMSC integration test
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Monitoring over time

2024-10-22

21-Sep-2024



Updates from 
Summer School
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2 - 6 September 2024

With a mix of lectures & workshops on subjects including:

q Using Python for scientific computing
q Data management and the role of data in the beamtime proposal
q Simulating neutron scattering experiments
q Modern reduction and analysis of data
q The importance of scientific metadata and reproducibility

q Around 20 people participated 



DMSC summer school 2024
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https://ess-dmsc-dram.github.io/dmsc-school

2024-10-22

https://ess-dmsc-dram.github.io/dmsc-school


Concluding 
remarks



Summary
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q Staff recruited  (IDS, DST)

q Testing DMSC data pipeline  (Joint projects across DMSC): 
q Test systems in place (CODA) data files written by the ESS infrastructure
q VISA & User office integration

q Data reduction for first instruments 
q DMSC Summer School

Overall good progress

2024-10-22



Thank you


