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1. System Definition
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2. Commissioning Progress

•Focused on SAR of TBL, BiFROST, and LOKI.

o Now DREAM, ODIN, ESTIA, NMX 

o Close collaboration with instrument staff to 
meet SAR requirements.

•Validated ECDC architecture for early operations.

• Issues tracked in Jira; SAR-priority issues resolved
first.

•Major case: beam monitor integration — cross-
group effort including hardware, firmware, 
software, and vendor coordination.

•Challenges:

o Software last in line

o Effort shared between hot commissioning, cold 
commissioning and T2/3



ECDC - Installation and Testing
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Test of NICOS installation

of the LOKI workstation.

Test of NICOS installation

of the TBL workstation.



Service Test
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Service Test at the BiFrost Instrument: 

the “local testing” proposal number 470857 

*Images courtesy of Jonas Petersson



3. Data Collection and System Maturity

•The detector and metadata pipeline met expectations 
during integrated tests.

• Event Formation Unit validated across many type of 
detectors.

•Specific cases tested successfully: 

o EPICS AreaDetector to Kafka streaming tested 
successfully (ORCA & nGem).

o TimePix3 achieved its first full NeXus data chain 
and time-of-arrival validation.

• Produce several Diagnostic tools

•Presence during commissioning for on-site support

•Challenges:

o Testing geometry

o Testing timestamping without synched neutron 
source



Data pipeline test
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Top: Data pipeline Test of the 

BiFrost He-3 detector: 

the monitoring tool shows the 

EFU receiving data stream.

*Images courtesy of Tibor  Bukovic and Mads Ipsen

Right: Example of data generator 

simulating data and mask



Data workflow test
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Data workflow Test of the BiFrost detector: 

the detector data are recorded in a NeXus file (Silx 

viewer)

*Images courtesy of Jonas Petersson



4. Hardware and Firmware Integration

• Strong collaboration with ICS WP12: EPICS integration

o Handed over motion, piezo, hexapod, …

• Improved reliability and performance of detector integration. 

o Hiring of 3 FPGA consultant as team leader + tester

o Collaboration with Detector, FPGA and ICS teams ensured 
validation of readout modules and timing systems.

o Joint effort clarified interfaces from firmware to high-level 
data handling

o Established baseline for future high-throughput 

instruments i.e SONDE

• Challenges: 

o Highly dependent on information/resource from 3rd 
parties

o SSO

Firmware status in 2025-08-20



5. Experiment Control and Integration

•NICOS/EPICS interface refined for motion, 
chopper, and sample environment devices
along the way.

•Closer collaboration with ICS, DMSC, and 
Detector, MCA & Chopper Groups for 
integration and diagnostics.

•Focus on unified operator view for control, 
data collection, and monitoring, including live 
view.

•Work ongoing to harmonize GUIs and 
improve usability.

•Challenges: 

o High level control for User Operation

o Meta-data and high accuracy 
timestamping



Control Test

Control Test of the LOKI Chopper

User Interface

*Images courtesy of Jonas Petersson



Advanced Control test 
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Advanced Control Test of the TBL attenuator: 

the GUI proposed 3 pre-defined positions.

*Images courtesy of Jonas Petersson



Experiment Control Flow
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Experiment Control Flow Test of the LOKI Chopper: 

The chopper meta-data are stored in NeXus file.

*Images courtesy of Jonas Petersson



6. Sample Environment Integration

•Re-starting coordination with SE group to 
standardize interfaces and testing.

•Integration maturity and complexity have  
impacted cold commissioning.

o basic control in Cold Commissioning

•Mitigation plan: 

o investigating a full inventory and readiness 
assessment Integration ECDC,

o incremental testing,

o early validation.

•Challenges:

o diversity and readiness of sample 
environment.

o technical stack



7. Organisation and Infrastructure

• Two new members joined; senior 

developer for neutron science to start 

soon.

• On-call framework initiated for NSS 

technology groups.

• Automated deployment enhanced with 

Ansible and CI/CD pipelines => Step 

toward better configuration management

• Centralized dashboards deployed for EFU 

and Kafka services i.e

https://ecdcpos.esss.dk/ess

• Current challenges on the complexity of 

IT landscape impacting support response.

https://ecdcpos.esss.dk/ess


Outlook

• Focus on being ready for hot commissioning.

• Extend test workflows to Tranche 2 and 3 instruments.

• Improve user experience.

• Strengthen automation and diagnostic infrastructure.

• Continue to foster collaboration across divisions.

→ ECDC is eager to see the first neutron events displayed 

through its systems.
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