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Computational infrastructure for the scientific user program

Goal: THEORY Publication Idea PROPOSAL AND REVIEW
Provide computational infrastructure that SIMULATION
supports the user-journey of the scientific user MODELLING
from Idea to Publication
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SAMPLE ENV. CONTROL

— Pre-Experiment:

DATA  NEUTRON
MANAGEMENT  EXPERIMENT
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— Simulations, modelling, virtual experiments STORAGE STRUMENT CONTROL

VISUALISATION DATA ACQUISITION

— On-Experiment:

DATA REDUCTION LIVE DATA

— Experiment control

— Data acquisition / Live data / analysis .

; / / analy User-experience needs to be:
— Post-Experiment:  Efficient
— Data (re-)reduction and analysis ’ COhSIS’lEent In a way that supports:
. . . * User-friendly - Collaboration

— Simulation/modelling « Powerful

« FAIR principles
— Publication support * Remote operations




VISA

Virtual Infrastructure for Scientific Analysis

- developed at ILL — funded by PANOSC

On-demand desktop and JupyterLab
environment for experiment users

Available for users both before, during
and after the experiment

Sessions can be shared with
collaborators (and local contacts /
support)

Compute resources are allocated based
on experiment and instrument

https://visa.ess.eu/

Analyse your data

Create a n
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photon and neutron
. open science cloud

PaNOSC has received funding

from the European Union's
VISA

Horizon 2020 Research and
Data Analysis, in the cloud
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Innovation programme under
grant agreement no. 823852

VISA (Virtual Infrastructure for Scientific Analysis) makes it simple to create compute
instances on the data analysis infrastructure to analyse your experimental data using just
your web browser

@& Sign in with your user account

ew compute instance and use your web browser to access a Remote

Desktop or JupyterLab to start analysing your experimental data

Collaborate with your team

Share your compute instance with other members of your team to collaborate
together in real time

No need to install software

The cot
start an:

mpute instances come with pre-installed data analysis software so you can ess))
alysing your experimental data immediately —— =
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User-experience

= User-friendly:

— Only local requirement for the user is a standard browser

= Efficient:

— Low learning curve for new users through e.g. tutorials, templates and experiment preparation
— All relevant tools, application and environments available for the user from the start

— 45+ neutron science applications supported (and more coming)

— Integrated ?@b—server with e.g. full support for [?ﬂ} SCipp

= Consistent user-experience:

— Same VISA experience in all phases of the experiment (before, during and after the experiment)



VISA at ESS

* Collaboration

= Real-time collaboration tool for multi-institutional teams

— Secure data-sharing (/ess/data)

— Real-time support, incl. screen-sharing, from e staff

Members l q
You can gwe scoess o other members Lo use your instance. Assgnng the permisson of allow the given member Lo control

the screen, whereas, the "View only” p P des izual only.

Giving somecne Full control” gives them access to your Unix Sccount while they are connectod to your instance The 4 swat’ oy have
Jccess 10 your pivate and scieatific data.

“Full controf® is only active for othor members while YOu 3re 350 CONNECId DUt you must 1ake responsibiity of your desiop instance and be
present a 3l times while you hae an actve session.

+  Ful control

+  Ful control

Access level

- Collaborate with your team — easy screen- and data-sharing
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Scalability

= ESS-based infrastructure:

— enabling easy access to computational resources for large-scale datasets
— HPC, GPU and storage

— Available for users both on site and remotely

Interoperable

= Supports FAIR data-use (e.g. allows software versioning for re-producibility)
= Integration with L5 data portal facilitates data re-discovery and re-exploitation

= Containerized ('Al-based) scientific software mitigates dependency conflicts
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Scientific Applications

o

e — . . Apptainer
= Scientific apphcatlons (apps) in VI.SA will (fOEnErly e sy [Ereltes
be made available through apptainer - docker-like containers without (most)
containers of the security issues of docker.

Provides a self-contained environment
that can run independently of the host

= Containers allow for each app to have system and environment.

its own environment (which mitigates
conflicts between different apps and
versions)

@ i Take screenshot [g] Clipboard (@ Keyboard

= Live updates to apps (incl. hot-fixes in a
support-situation) without the user
needing to restart their instance
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Scientific applications

= Reproducibility will be ensured as old = Work in progress:
versions of apps will still be available ~ SciCat integration
(and working) for users — also when .
redoing an analysis after many years — - FAIR data use (third party)
supporting FAIR data use — BEAMLIME integration {@ Beamlime

— Windows support

=0J1SCi
Cat

= Flexibility - as users can build and bring = Backend:
their own containers with applications,
or download a container with the ~ s
software used for a given proposal cycle — Authentication through Keycloak / PinglD
to use on their own compute resources B B P e T

B <EYCLOAK E

openstack.
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Case study

= DMSC Summer School 2025
— 20 external students
— 5 days of training in Neutron science techniques and ESS software

— Science User user-journey:
= Sign up in Useroffice with ORCID as members of "Workshop’ proposal
— Using VISA - juypyterlab

https.//visa.ess.eu/
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https.//visa.ess.eu/

2 min Demo
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Thank you

Questions?



