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Who am I?
The ZEUS Detector at HERA

1992 - 2007  

MVD
Micro-Vertex Detector

CTD
Central Tracking Detector

Barrel:
Three double layers of silicon-strip detectors: 4,10 
and 16 layers consisting of 5 modules (ladders), 
made of 2 half-modules with 
r-z, r- sensors and r- , r-z sensors of 512 readout 
channels each.

Forward part:
Four double layers of silicon-strip detectors 
(wheels) arranged in 14 sectors, made of two 
trapezoidal sensors of 480 readout channels each.

The CTD is a cylindrical drift chamber, containing 4608 sense and 19584 field wires,
organised in 9 concentric super-layers. It has a polar coverage of 15˚ < < 164˚, 
is 2.05 m long and has in inner and outer radius of 0.182 m and 0.794 m, respectively.

Geometry of the wires in a CTD cell and 
the shape of the associated drift field

FDET
Forward Tracking Detector

The forward region of the ZEUS detector consists of the 
Forward Tracking Device (FTD) and the Straw Tube Tracker (STT).
The FTD measures the tracks of charged particles in planar drift
chambers located at the ends of the central tracking detector
in forward (proton) direction. 
The STT comprises sectors of straw tube like drift chambers. 
It was installed in 2001 to improve the reconstruction of charged 
particles in the forward region. It has a polar coverage of 6˚ < < 23˚. 

Arrival of the CTD in the ZEUS hall

Photo of the STT superlayers

Transport and arrival of the FDET 

Poster: Ingrid-Maria Gregor, Isabell-Alissandra Melzer-Pellmann

Schematic view of 
the MVD layout.

Photo of the lower half of the MVD.

Installation of the MVD

Photo of the ZEUS collaboration on June 30th, 2007

Photo of the ZEUS detector during installation

Overview of the ZEUS detector

Photo of the straws in the STT

Installation of the CTD in the ZEUS hall

!"#$

Before ESS, a particle physicist 
speciality: detector physicist

Detectors are 
inter-disciplinary

“Fiddled around with 
a lot of things ...”

LHC, CERN

HERA, DESY

Geneva Toronto

Hamburg

Cambridge

Bristol

CMS Experiment

ZEUS Experiment
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Why am I here?
•Member of the RD42 Collaboration (Diamond Detector 
Development) (1995-6, 2006--)
•Member of the ZEUS Collaboration for HERA at DESY 
(1995-2006)
•Member of LHC Machine-Experiment Interface group (2005-2008)
•Member of the CMS Collaboration  for LHC at CERN (2006--), 
part of CMS technical coordination team

Brief Synopsis:
CERN: Research Scientist (2008-2010)
CERN: Fellow (2005-2008)
At DESY: as RA with UCL (2001-2005)
Toronto: York University RA: (1999-2001)
Bristol: PhD (1995-1998)
Cambridge: Undergraduate (1992-1995) 

However, I always seemed to get dragged 
into solving background problems:
•ZEUS:

•ZEUS Runcoordinator during restart 
for HERA-II upgrade
•Brought together HERA-wide 
taskforce to solve problems

•LHC: group explicitly looked at 
backgrounds affecting experiments and 
accelerator
•CMS: project manager for beam and 
radiation monitoring (and shielding and 
background simulation)

>2 days in the 
control room ... 

The CMS 1st Collisions PR photo 23rd Nov09
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ZEUS experiment at HERA
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IEEE04 ZEUS CTD

ZEUS

19th October 2004 4 Richard Hall-Wilton, UCL

Depleted U

Iron

Concrete + B + Fe
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XY View ZR View

Zeus Run 41643 Event 2815 date:   24-07-2002   time: 17:30:05Ze
Vi

s

E=279 GeV =57.1 GeVtE =19 GeVzE-p =249 GeVfE =27.8 GeVbE
=2.22 GeVrE =2.73 GeVtp =1.27 GeVxp =2.41 GeVyp =260 GeVzp

phi=1.09 =1.69 nsft =0.466 nsbt =12.5 nsrt =1.68 nsgt
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Depleted U
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HERA II Restart and Run Coordination for ZEUS

HERA Background Taskforce ZEUS Background Studies

Syncho Background as Function of Beam Energy - SL1

Quartic with beam energy

Quadratic excluded
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16 August 2002 20 Richard Hall-Wilton, UCL

First cosmic ray observed after installation
in it goes ... and out it comes!

Installation of  silicon microvertex detector

•I had been involved in three of the ZEUS upgrades
•(MVD, STT, GTT)

•Prerun-coordinator, run-coordinator for the startup 
period (2001-2)
•Successful cosmic run prior to beam
•But background problems on restart - initially a 
factor of 10 000 too high
•Problem was that ALL diagnostic equipment had 
been removed
•Determined that this was synchotron radiation
•This was only the beginning ... 

Data from central tracker
(drift chamber)
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IEEE04 ZEUS CTD

Startup October 2003 - Positron Backgrounds

• z position of the hits and FADC drift time
distributions radically different now

• Reflected Synchrotron radiation gone.

• Only in-time off-momentum positons left

Solutions Successful!

19th October 2004 20 Richard Hall-Wilton, UCL

IEEE04 ZEUS CTD

Background Issues for HERA II
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• Status in 2002:

• Parameterise the sense wire currents in-
duced by the positron and proton currents

! Predicted backgrounds during lumi-
nosity

• Target typical running current 120 units

! At HERA II design currents, sense
wire currents a lot more than a factor 10
above this!

• Problematic to run the chamber during lu-
minosity running in 2002

19th October 2004 10 Richard Hall-Wilton, UCL

IEEE04 ZEUS CTD

Background Issues for HERA II
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• Target threshold exceeded with 60 mA
protons only

• In addition, dynamic vacuum effects
means that the with both beams in HERA
sense wire currents are well above sum
of the 2 individual effects

• Target threshold for normal running about
12 µA in 1 quadrant, inner SL

• Target threshold exceeded with 12 mA e
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No beam

19th October 2004 9 Richard Hall-Wilton, UCL

•Still problems with electron backgrounds (2 sources)
•And proton backgrounds ... 
•And when together, the result was more that sum of  the 2 
parts
•Why hadnt this been predicted? 
•Measurements had been made in 2005, compatible with 0
•Extrapolation of  1000 of  a small number can be large
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IEEE04 ZEUS CTD

Solutions

• As a result of the extensive studies, several improvements were identified that would
have a significant effect of the sense wire currents in the detector:

• C5 collimator geometry inside the detector (at -80cm) - tertiary reflections were elimi-
nated, and a gap in collimator geometry was closed

• Better thermal contact between the C5 and the beampipe

• Vacuum pumps improved near to detector, and along the upstream proton beamline

• Vacuum pump installed inside magnet where most e-beamgas interactions created

• CTD sensitivity reduced - gain of chamber reduced by a factor of 2

! Sense wire high-voltage reduced by 5%.

! Field high voltage unchanged, so as not to distort drift field

! To minimise loss in performance, post amplifier gain was increased by factor 2

• All of these changes were performed during a 4 month shutdown in summer 2003 ...

19th October 2004 19 Richard Hall-Wilton, UCL
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IEEE04 ZEUS CTD

Startup October 2003 — During Luminosity

• Reduced level of synchrotron radiation
and new procedures for proton back-
grounds successful

• Background levels within acceptable lim-
its for central tracking detector, even at
design beam currents for HERA II (60mA
e, 100mA p)

!Safe to operate the CTD even at high-
est anticipated HERA beam currents

19th October 2004 21 Richard Hall-Wilton, UCL

•Eventually solved ... 3 years work 
for a taskforce
•Not necessarily a single cause
•Data is golden - you need all the 
data you can get ... 
•And need simulation to show you 
understand it ... 
•Qualifying the simulation is the 
key part of  the job ... 
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LHC
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Large Hadron Collidor

Stored Energy

3

•A factor 2 in magnetic field

•A factor 7 in beam energy

•A factor 200 in stored energy
360 MJ

Experiments-Machine WS / June 07
 A      B       D      C

Shot Intensity / p+

A 1.2!1012

B 2.4!1012

C 4.8!1012

D 7.2!1012

Damage Potential of 

High Energy Beams
Controlled experiment with 450 GeV beam 

shot into a target (over 5 µs) to 

benchmark simulations:

• Melting point of Copper is reached for an impact of ! 

2.5!1012 p, damage at ! 5!1012 p. 

Large damage potential 

from uncontrolled 

beams means that 

comprehensive 

protection system is 

needed

BCM Systems perform 

this role for the 

experiments

4Tuesday, 17 March 2009

Slide from Jorg Wenninger

7Monday, December 14, 2009
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High Energy Beams
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shot into a target (over 5 µs) to 

benchmark simulations:

• Melting point of Copper is reached for an impact of ! 

2.5!1012 p, damage at ! 5!1012 p. 

Large damage potential 

from uncontrolled 

beams means that 

comprehensive 

protection system is 

needed

BCM Systems perform 

this role for the 

experiments

4Tuesday, 17 March 2009

Slide from Jorg Wenninger

7Monday, December 14, 2009

•All aspects of beams needed to be 
checked around the accelerator

•For the 45m of the CMS cavern, no 
LHC monitoring
•Need for monitoring by CMS of 
losses

•LHC beams are of unprecedented intensity and damage potential
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5 Results of Simulation

5.1 TOTEM 150m Station

Figure 6 shows the particle flux recorded in the simulation across the cylindrical scoring
plane at radius 32cm as a function of s. It can be seen that there are significant variations
in flux over the length included in the simulation.
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Figure 6: Particle flux density recorded across the scoring plane as a function of distance
from IP5 for simulation of the 150m station. The particle species shown are: neutron (green
histogram), proton flux (red histogram), muon flux (blue histogram), charged pion and kaon
flux (red line), and the photon and electron flux (black line). The regions of interest, defined
later in the text, and the positions of the magnetic coils are indicated at the top of the figure.

After the origin of the interaction, the fluxes of all particle species rise up to a plateau,
corresponding to the region up to the start of the D2 cryostat. After about 2m of beamline
the flux rises up to plateau. This is because, in this region, the beampipe is bare, i.e. the

8

Large Hadron Collidor: Detectors in the Beam

Figure 3: Geometry of Detector Pot to be inserted close to the beam (left). The detector
configuration (right) consists of 2 vertical detectors (solid lines) at the same location in s,
and 1 horizontal detector (dashed lines), offset by ∼ 90cm in s.

is highly non-linear, as can be seen from Figure 4. However, their response to charged
hadrons is much larger than that of other particles in the energy range of interest here
(∼MeV–GeV), and so in the studies presented here, charged hadrons are assumed to be the
dominant contribution to the signal.

The locations for these BLMs around the LHC ring have been chosen by simulating
different loss-types, and the topology of the resulting showers evaluated [2, 3]. Typically
the loss locations are aperture restrictions. For both the arcs and the LSS, the peak of the
energy response from a loss location on the beam screen has been found to be similar – the
maximum of the loss observed on the outer wall of the cryostat occurs approximately 1m
after the loss location in the beam direction, s, and is approximately on a horizontal plane
from the beam position, on the side of the cryostat nearest the beam from which the loss
originated. So, detectors should be situated approximately 1m after loss locations, and on
an approximately horizontal plane with the beams, to minimise cross-talk from differing loss
locations in the BLMs response. This choice leads to the BLM closest to the loss location
giving a response which is as independent as possible from losses elsewhere. The position
around the cryostat, “φ”, is indicated in Figure 5.

Several sets of BLMs are already envisaged to be installed near to the 150m and 220m
TOTEM stations. Downstream of the 150m station, a set of 6 BLMs are foreseen to be
installed on the Q4 quadrapole, 3 providing coverage for each beam. It is not presently
foreseen to install BLMs on D2 as it is not thought to be a major loss location. Similarly,
downstream of the 220m station, a set of 6 BLMs are foreseen to be installed on the Q6
quadrapole, 3 providing coverage for each beam.

4

Figure 2: Drawing of the TOTEM 150m station showing the details of the integration
between TAN and D2. From [6].

Station Orientation
Vertical Horizontal Horizontal Vertical

Distance from IP5 (m)
150m Station 148.944 149.393 150.027 150.476
220m Station 214.628 215.077 219.551 220.000

Table 1: Locations and orientations of midpoints of the TOTEM RP stations.

2 Machine Equipment surrounding TOTEM Roman
Pots

As the Roman Pots are installed on the outgoing side of the IP for each beam, only the
machine elements downstream (further from the IP) of the pots are potentially affected.
Figure 1 shows a diagram of the magnetic elements in the Long Straight Section for IP5.
It can be seen that the magnetic elements closest to the 150m station are D2 and Q4.
Downstream of the 220m station is Q6. Additionally between D2 and Q4 and within the Q6
cryostat are the correctors MCBY and MCBC respectively. All of these are super-conducting
magnets, operating at 4.5K, so therefore, in danger of quenching if the energy deposition in
the coils becomes too large.

3 Beam Loss Monitors

At the LHC, Beam Loss Monitors will be installed close to all known potential loss locations,
to monitor and diagnose the levels of losses from the beam, and used to provide protection
against magnet quenches which could be induced by these losses. As such, to provide active
protection, the BLM system will be connected to the beam dump system, via the Beam
Interlock System (BIS), so that the beam can be dumped in a timely manner (within three
turns), if the levels of losses are approaching the quench levels of the magnets.

The standard LHC beam loss monitors are cylindrical ionisation chambers, 60 cm in
length with a diameter of 9 cm. Their response to different particle species and energies

3

induced by these losses, dumping the beam before any magnet quenches or damage to the
detector occurs, hence minimising machine inefficiency and downtime.

Presented here are the results from a simulation of losses on the Roman Pots, based upon
interactions with pots at 147m and 220m from IP5. These results are used to determine
suitable positions to install BLMs to detect these losses. A more detailed note on this
loss mechanism and its potential effects on the magnets downstream will be available at
a later stage; in particular, to extend these studies beyond the topology of the losses to
predict energy deposition patterns and their normalisation and relation to the quench levels
of the magnets, and examine BLM threshold levels that might be appropriate for the initial
commissioning.

1 TOTEM Roman Pots

The TOTEM RP stations that are envisaged to be installed for the LHC startup phase are
located close to 150m and 220m. The locations of these stations in the long straight section
5 (LSS5R) are shown in Figure 1. Each of these stations then comprises of a number of pots
on the outgoing beam. Figure 2 shows the anticipated layout for the 150m station. The
220m station will be similar.

Figure 1: Machine Elements in LSS 5. RP1 indicates the location of the 150m station,
and RP3 indicates the location of the 220m station. RP2 represents a possible station for
TOTEM Roman Pots, which maybe installed at a later stage.

Each pot contains either vertical or horizontal detectors; the pots containing vertical
detectors have detectors both above and below the beam; whereas the pots containing hor-
izontal detectors have just one detector unit, which is placed on the outer side of the ring.
The locations, as distance from IP5, and the orientations of the detectors for both the 150m
station and the 220m station are shown in Table 1.

The geometry of the pot, containing the detector, which is inserted into the beampipe in
shown in Figure 3. The inner edge of the Roman Pot will be parallel to the beam, and for
a proton in the halo will present a stainless steel target of 5cm in depth.

2

•Same message as you have heard 
from Nataliya and Kelly:

•“Shielding” may cause 
backgrounds to go up before coming 
down
•Particle species mix will change 
also   

steel
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within the magnet, implying that the details of the optics should not affect significantly the
results from the simulation. Therefore the best location to position the BLMs for the Roman
Pots is approximately on the horizontal plane, on the outer side of the ring.

This location in φ, on the horizontal plane is the same optimal position as was found
for the BLMs to be positioned elsewhere in the LHC ring. A BLM placed on the outside of
the cryostat subtends about 3-4 % of azimuthal solid angle towards the beamline. A BLM
at these locations on the horizontal plane will be sensitive to between 8 % and 11 % of the
signal for regions 4 and 2 respectively [9].

5.2 TOTEM 220m Station

220 222 224 226 228 230 232

Q6

R1 R2 R3 R4

Distance from IP5 (m)
220 222 224 226 228 230 232

/in
te

ra
ct

io
n

2
Fl

ux
/c

m

-510

-410

-310

Particle Species

neutrons
!,K!

protons

Figure 8: Particle flux density recorded across the scoring plane as a function of distance
from IP5 for simulation of the 220m station. Charged pions and kaons are represented by the
red line, protons by the red histogram, and neutrons by the green histogram. The regions
of interest, defined later in the text, and the positions of the magnetic coils are indicated at
the top of the figure.

11

Large Hadron Collidor

Figure 5: Cross-section of the cryostat, indicating where the BLMs will be positioned. The
proposed location to install the BLMs is indicated by the solid black circles. The green
hashed area to the right-hand side indicates the space reserved in the tunnel for transport.

coils and cryostat.
Studies [9] were done into the suitable energy cut-off for scoring particles, and it was

decided that 100 MeV was most appropriate for evaluating the effective signal seen in the
BLMs, from consideration of both the energy response of the BLMs and the energy spectrum
of the particles in the shower. One hundred MeV is just above the threshold detection
of protons in the BLMs. There are, however, small amounts of material in the cryostat
missing from the simulation, but despite this, the conclusions of the studies do not change
if instead, 20 MeV or 1 GeV, is used as the energy cut-off for particle scoring [9]. The flux
of the following particle species were chosen to evaluate their relative contribution: protons,
neutrons, charged pions and kaons, electrons and photons, and muons.

The location of the interaction for the simulation of the 150m station corresponds to
the intended previous location of the Roman Pots. The pots will not now be installed at
this location, as it is needed for tertiary collimators on the incoming beam to shield the
interaction point and to prevent the inner triplet (Q1-3) from quenching, and have instead
been shifted by a few metres further away from the IP. However, for the purpose of evaluating
the topology of the shower that develops, this change should not be critical. The geometry
will be updated in the next stage of simulation, also taking into account the geometry in the
TAN region which has also recently undergone slight changes [10, 11].

For the simulation of the 220m station, showers from an inelastic interaction of a 7 TeV
proton with a iron nuclei were traced from their origin at 220m, through 11.2 m of beamline
from the origin, which corresponds to the end of the magnetic length of the Q6 magnet. The
simulation includes the details of the beampipe and the beam screen and the Q6 magnet coils
and yoke. As for the simulation of the 150m station, the cryostat material is not included
in this version of the simulation. Particles yielded from the shower are then scored as they
pass through a cylinder of radius 32 cm from the centre of the outgoing beampipe – which
corresponds approximately to the outer radius of the cryostat. The starting location at 220m
is the location of the furthest set of Roman Pots in this station. As the results of the 150m
simulation were already available when this simulation was done, only protons, charged pions,
charged kaons and neutrons were scored. Whilst the collision material simulated for the 150m

6
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CMS Experiment@LHC
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CMS

205 m2 Silicon

CMS

76M readout channels
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3

BPTX: 175m 

RADMON: 18 monitors around UXC 

BCM1

BSC1

BCM2+BSC2

1.8m

10.9m

14.4m

PASSIVES: Everywhere 

BCM1L+F

PLT

Diagram of Location of BRM+PLT Subsystems

3Monday, 24 November 2008

Overview of  the CMS Beam and Radiation 
Monitoring Neutron Camera x 5

PbW
BrassIron

Lead
WCu

Iron+B

Concrete+Iron+B
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Beam Monitoring
Richard Hall-Wilton (CERN/Wisconsin)

On Behalf of the CMS Beam Conditions and Radiation Monitoring  Group

  Wednesday 10th December 2008
CMS Week - TC Plenary

BCM1

BSC1

BCM2

BSC2

RADMON

Medipix Passives

BPTXx20 x2 x4 x160

1Wednesday, 10 December 2008

... and the reality ... 

TLDsSilicon pixel detectorbutton monitor

plastic scintillator + PMTspolycrystalline CVD diamond (24)single and polycrystalline CVD diamond 
(8+8)

x32

x4

x26

x8 (fast)
x8 (leakage)

RADFET, Pin diode, SRAM
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Figure 4.12: Picture of the fully mounted BCM2 wheels at Z+ in the CMS forward region.

BCM2 detectors (in maintenance position) and T2 rack are indicated. Also shown is a BLM

ionisation chamber. Once commissioned it will provide useful data to compare diamond

and ionisation chamber detectors.

71

Figure 4.13: Detailed picture of the fully mounted BCM2 wheels at Z-. BCM2, Totem T2
and CASTOR, which is only installed on this end, are indicated.

The magnetic field at the tunnel card’s location was measured with a Hall-sensor during
CRAFT08. Depending on the position relative to the rack metal walls, the maximum field
was up to 100mT, within the volume of the tunnel card crate the average was around
60mT. A magnetic field test of the read out electronics did not show any impact on the
functionality [85].

4.4 Power Supply System for the Beam and Radia-
tion Monitoring Detectors

The high and low voltage is provided for the entire BRM front-end by modules within a
CAEN SY1527 crate [86]. This section describes the remote control of a CAEN SY1527
crate control via PVSS, a commercial control software and JCOP framework, a CERN
internal add-on to PVSS.

4.4.1 CAEN Controller Crate

The CAEN SY1527 can be controlled over different interfaces like RS232, HS CAENET
or TCP/IP. The preferred CERN standard to communicate with hardware is the OPC
protocol [87] over TCP/IP. Remote controlling is a common CERN wide task, so that the
responsible control groups off all experiments and accelerator groups founded the Joint
Controls Project (JCOP, [88]). The aim of this project is, to define a standard control
system environment so that commonly used functions can be shared amongst all the ex-
periments. The chosen software product was Prozessvisualisierungs-und Steuerung-System

72
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Figure 9.2: CMS geometry in FLUKA, different colours indicate different materials.

189

geometry as implemented in FLUKA
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(a) (b)

(c) (d)

Figure 9.6: Fluxes for 7TeV collisions in the CMS cavern.

198
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(a) (b)

(c) (d)

Figure 9.5: Fluxes and dose for 450GeV collisions in the cavern.

196
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(a) (b)

(c) (d)

Figure 9.8: Particle energy spectra of all BRM systems. a) BCM1L, b) BCM1F, c) BCM2
inner, d) BCM2 outer.

easily possible. While CASTOR does have a significant impact on the HF, the muon end
caps and cavern radiation environment, the impact for the tracker region is minimal, so
that no detailed plots are shown for this region.

202
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spectra will change with location ... 

(oops ... forgot about thermal neutrons)
don’t blindly trust the simulation - especially energy cutoffs
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(a) (b)

Figure 9.41: Full CMS detector simulation with 7TeV beams showing the dose-rate over all
the cavern. The impact of CASTOR, which is only installed at Z≈-1500 cm and R<30 cm
is clearly visible in Figure 9.41(a). The particle flux at the +Z side is about 10 times less
near the HF region.

9.9. If CASTOR is present the expected dose rates are about an order of magnitude higher
for the area of the T2 rack. The expected doses of the BCM2 readout electronics are not
reaching critical levels, so that it is expected that it will survive at least 11 years of LHC
operation from a radiation damage point of view.

End Energy deposition
7TeV Beam[GeV

g s ]
Dose-rate
[µGy

s ]
Time to reach 500Gy
[LHC years (1 ×107 s)]

+Z (without CASTOR) 2.45 0.393±0.05 127
-Z (with CASTOR) 28.9 4.63±0.17 10.8

Table 9.9: Energy deposition in a Silicon scoring volume to represent BCM2 readout
electronics. All numbers refer to nominal luminosity, dose is given in GeV per gram per
second of nominal luminosity and in Gray. The impact of CASTOR is roughly a factor of
ten.

9.7 Heat Load of TAS at Design Luminosity

The forward shielding of CMS is designed to protect the accelerator elements from the
secondary particle shower produced in the collisions. In particular the TAS (target absorber
secondaries), protects the first quadrupole magnet Q1 from the collision debris, to prevent
a quench. Mostly high energetic particles will hit the TAS, resulting in a significant energy
deposition from particle debris. Recent concerns, which motivated the study presented here
were, whether the TAS needs active cooling, or if passive or forced air flow is sufficient.
Other sources of heat deposition in the TAS than the one from the particle debris are not
addressed here.
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(a) (b)

Figure 9.41: Full CMS detector simulation with 7TeV beams showing the dose-rate over all
the cavern. The impact of CASTOR, which is only installed at Z≈-1500 cm and R<30 cm
is clearly visible in Figure 9.41(a). The particle flux at the +Z side is about 10 times less
near the HF region.
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for the area of the T2 rack. The expected doses of the BCM2 readout electronics are not
reaching critical levels, so that it is expected that it will survive at least 11 years of LHC
operation from a radiation damage point of view.
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In this simulation study, the energy deposition in the TAS for a 7TeV beam collision sce-

nario will be presented. Also the impact of CASTOR a very forward (high-η) calorimeter,

will be studied.

The total energy deposition of the TAS is obtained with the general region dependent

scoring of FLUKA, which means that the energy deposition shown is the average of the

complete TAS object. This is a justified simplification, as copper transfers heat very well.

Therefore the temperature of the TAS is always assumed to be in equilibrium.

9.7.1 Description of the TAS Geometry

Figure 9.42: Detail of the FLUKA geometry showing a Y-Z cut of the forward region of

CMS. Relevant parts are indicated. Z indicates the distance from the IP along the beam

axis, Y is the vertical axis.

The TAS is a cylindrical object enclosing the beam pipe starting at Z=1905 cm made

of copper. The inner/outer diameter is 3.4 cm/50 cm with a length of 1800 cm.

CASTOR, a very forward tungsten-based calorimeter, is only installed at one end of

CMS in front of the TAS at Z=1440 cm. Given that CASTOR will have a large impact on

the energy deposition of the TAS, both cases were studied.

9.7.2 Energy Deposition in the TAS

For each scenario eight individual runs with 250 pp-events were done. The results are

shown in the tables below. Numbers are energy deposition in one TAS per pp-event in
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Lifetime electronics reduced by factor 10

•Order and admixture 
of shielding critical
•Later verified by data
•(However thermal 
neutrons were 
forgotten)
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•Medipix Neutron Cameras are pixelated silicon 
devices which have several conversion layers 
applied to have sensitivity to different particle types.

•6LiF and Polyethylene layers to convert thermal 
(1%) and fast neutrons (0.2%)
•Total flux in agreement with simulation during 
beam times
•From deposit shapes, can “see” the particle 
type

electrons

alphas

Mask

photons

Semiconductor Detectors - “Neutron 
Camera”

•Detectors developed by IAEP Prague
•D. Pfeiffer et al., JINST 6 (2011) P08005

(a) Medipix detector (b) Neutron conversion layers

Figure 1. Example of a Medipix detector installed in the CMS underground area (a) and neutron conversion
layers attached to the silicon sensor on the Medipix2-MXR chip of the detector in the CMS cavern (b).

2. The Medipix2-MXR detector and neutron conversion layers

2.1 Medipix2-MXR

The Medipix2-MXR chip [13] was developed by the Medipix collaboration [14, 15], and contains
256 × 256 pixels with an edge length of 55 µm. At CMS, the Medipix2-MXR chip bump bonded
to a 300 µm thick silicon sensor was used in combination with a USB 1.1 readout [16]. Due to
cable lengths of more than 5 meters a USB to Ethernet extender had to be used, which required
an additional power supply. Measurements with the Medipix2-MXR can be fine-tuned by setting
certain parameters or DAC values. Among those are a coarse and fine lower energy threshold
THL and a coarse and fine higher energy threshold THH. For all measurements at CMS and in
the laboratory Pixelman [17], a software package for Medipix detectors, has been used to set the
measurement parameters and to acquire the data.

2.2 Neutron conversion layers

The IEAP CTU in Prague has extended the kinds of detectable particles by adding layers on top of
the silicon sensor for neutron conversion and supplementary discriminative power between particle
types [18, 19]. All chips used at CMS had identical conversion layers with slightly different dimen-
sions on each detector. The layer sizes of the sensor in the CMS cavern can be found in table 3, and
a picture of the layers is shown in figure 1(b). Whereas one strip at the bottom of the detector is left
uncovered, the rest of the surface is covered by layers. 6Li in the form of 6LiF powder sputtered to
the bottom of a 50 µm thick aluminium foil covers the upper left corner and creates a layer aimed
at the conversion of thermal and epithermal neutrons (energy < 100 keV) into !-particles via the
reaction 6Li + n → ! + 3H. The yield of this reaction decreases with increasing energy of the
incoming neutrons.

The polyethylene (PE) layer is a rectangular block of 1.3 mm thickness and is glued to the
upper right corner of the sensor. Elastic scattering of the neutrons from the hydrogen atoms in the
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This measurement shows potential that with development and optimization these detectors can
measure the efficiency of shielding arrangements.

6. Comparison between the measured and simulated fluxes

Taking the fluxes for thermal neutrons from the results of the 6LiF layer, and the sum of the fluxes
for fast neutrons between 100 keV and 20 MeV as explained in section 5.2, the complete results
of the measurements are compared with the simulations in table 5. The fast neutron measurement
is dependent on certain assumptions which need further investigation as detailed in section 5.2.

All measured fluxes agree well with the simulated ones. The ratio of measured flux divided by
simulated flux is within 10% of expectation for all particle types. Very fast neutron with energies
over 20 MeV could not been measured, since the efficiencies of the neutron conversion layers are
too low.

Particle Measured Flux Simulated Flux (7 TeV) Measured Flux
Simulated Flux

[

particles
cm2 s / 10

30

cm2 s

] [

particles
cm2 s / 10

30

cm2 s

]

[%]

neutrons (< 100 keV) 0.11 0.1017(14) 108
neutrons (100 keV - 20 MeV) 0.068 0.0659(07) 103
neutrons (> 20 MeV) - 0.0181(03) -
neutrons (all without neutrons > 20 MeV) 0.178 0.1858(12) 96
charged hadrons - 0.000378(44) -
electron 0.0021 0.0023(01) 91
photon 0.14 0.1354(19) 103
all (without neutrons > 20 MeV) 0.32 0.3240(23) 99

Table 5. Comparison of particle fluxes as measured with the Medipix detector inside the CMS cavern with
FLUKA simulations.

7. Conclusion and outlook

Medipix devices are installed in CMS and are working. Data from the Medipix detector in the CMS
cavern show an excellent correlation between the instantaneous luminosity and the measured par-
ticle flux for all particle types. This indicates that the vast majority of particles at this point comes
from interactions associated with pp-collisions. Medipix devices have the ability to discriminate
between particle types, especially between neutrons, electrons and photons, which is important to
determine the radiation damage of electronics in LHC. Measured fluxes show a good agreement
when compared to FLUKA simulations of pp-collisions.

The limiting factor with the present system are model uncertainties like the understanding of
the detection efficiencies for the spectra in the CMS cavern, in particular the conversion efficien-
cies of the neutron conversion layers. Whereas converted thermal neutrons in the 6LiF layer could
clearly be detected, the situation is less clear in the case of fast neutrons and needs further inves-
tigation. The particle identification algorithm could be improved with tuning from the measured
data.

The USB readout in combination with the USB to Ethernet extender required frequent restarts
of the detector, the underlying cause of which is probably the long cable length necessary to enter

– 13 –
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Neutron Identification in 
the CMS Cavern

•Neutrons are a major cause of radiation 
damage and single event upsets
•Single event upsets: >10-20 MeV
•Important to understand the flux within 
the CMS cavern
•Several pieces of instrumentation 
installed to do this:

•LHC-type RADMON
•Medipix Neutron Cameras
•Proportional Counters
•Passive Dosimetry

electrons photons

alphas

•From the proportional counters, 
distribution is described, but 
magnitude low by factor 2-3

Source Measurements

Example Frame
in CMS cavern

n

e

photons

e
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Caveat Emptor

•About to make some 
suggestions ...

•... without necessarily 
understanding the problem ... 

•... based upon a naive view 
before todays talks ... 

•Maybe much of this has already  
been done ... 
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Some Naive Ideas ... 
•Triple approach to the problem - understand it first:

•(What?) What problems are you seeing in the data? What are your detectors sensitive 
to? 
•(Data is golden) Add as much (simple)data as possible in terms of maps of fluxes, 
particle species, energies
•(Expectation ...) Simulate what you expect to see. Qualify simulation.

•And compare the above 3 ... and  iterate ... 
•Detectors:

•Is the sensitivity of detectors to all relevant particle types and energies known and 
measured? 
•Differences between detector types and what you see is golden information

•Data:
•Use all existing data you can get your hands on ... 
•In terms of list of possible diagnostic information - see next slide ...

•Simulation:
•Simulate 1 or 2 instruments in detail
•Preferably with 2 competitive codes (eg GEANT/FLUKA/MCNP/MARS)

•Remember there may be several problems, not 1 big one ... 
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Diagnostic Data
•A list of detector information that may be useful to try ... 

•Flux map from simple handheld h10 electronic domimeters
•Flux map from simple electronic handheld neutron dosimeters 
•Hand-held gamma spectrometers - what gammas do you see? Where can they come 
from. 
•Activation map of activated material along guideline - it tells you what material is being 
activated
•Flux map of fast neutrons (neutron camera, liquid +plastic scintillator, diamond, He-4)
•SEU in RAM within instruments, and inside guide shielding? Tells you if there is much 
neutrons >10-20 MeV
•Determine particle species where possible (a la Neutron Camera)
•Map and directionality of muons - indicative of hadronic showers along the guides? 
Look for loss locations. (2-3 layers plastic scintillator in coincidence, separated by lead)
•Charged particle concentrations - indicative of unshielded particle showers. (2-3 layers 
plastic scintillator in coincidence)
•Try different detector technologies at the instrument locations - do features change?
•Timing features - fit and see if helpful

•ESS Detector group happy to help with any or all of this if desired ... 
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thank you and any questions ... ?
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Figure 4: Comparison of calculated (lines) and experimental (dots) total gamma energy emissions from
the samples. The solid line shows the FLUKA residual nuclide calculation and the dashed the same
complemented with experimental cross section data. The open dots in the Al-comparison show the dose
due to Na calculated from the activity of the last measurement (solid dots). In the Al, Fe and Cu plots
the experimental values are based on the photo-peak information. In the Pb-plot the solid dots show
the energy from integrating the whole spectrum while the open dots show the dose derived from the
photo-peaks found in the spectrum [6].

accelerator. This facility produces a particle spectrum which resembles rather well that expected in the
CMS calorimeters – including a high-energy component of charged hadrons and fast neutrons, but also
a significant flux of neutrons below 20 MeV. Details of this study are reported in [6]. In Fig. 4 the main
results are summarised as a comparison of the FLUKA prediction of the total emitted energy in form of
photons and the value measured with a HPGe-detector.

For Aluminium we can observe some discrepancies due to the fact that only one radionuclide at a time
dominates the dose – Na at short cooling times and Na thereafter. Any error in the yield of these
nuclides is directly reflected in the total dose estimate. It should be pointed out that the absolute scale
of the plots is determined by the flux calibration of the irradiation, which was performed by fitting the
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Timing 

Results for pp-collisions

The simulation response for one pp-collision is shown for all BRM detectors in Figures

9.25 and 9.26 for the diamond based BRM systems, and in Figure 9.27 for the scintillating

counter. These plots show the time of flight starting with the initial pp-collision as function

of bunch crossings (24.95 ns). Shown is a maximum of 3567 bunch crossings, which is one

orbit. The beam abort gap is starting with bunch crossing 3447 until the end of 3567.

Particles with a longer lifetime than one orbit are transformed back to the current orbit,

e.g. time of flight modulus the orbit time. The rates are quoted in hits per pp-collision per

cm2. One can see, that there is a significant number of particles hitting all detectors many

bunch crossings after the primary collision. Shown are all particles including photons and

neutrons, which do not necessarily contribute to the signal. For the fast diamond counting

device, BCM1F, a simple detector response function was implemented to show the impact

of this.

(a) (b)

Figure 9.25: Time of flight in bunch crossings (24.95 ns) for all particles entering one BCM1

diamond detector. The pp-collision sets the start time. a) BCM1L b) BCM1F

The BCM1F detector provides an accurate measurement of the hits per bunch crossing,

so that this data is used to benchmark and validate the simulation of the time of flight. For

this the raw simulation result is used as input for a simple detector response calculation.

The detector response function takes two things into account:

• Energy cuts to account for the aluminium detector housing which is not modelled in

the FLUKA simulation. The following cuts have been determined to penetrate the

Al cover:

– Electrons of a minimum energy of 1.5MeV

– Positrons of a minimum energy of 1MeV

– Neutrons 13 eV (ionisation energy of diamond)

– Photons 13 eV (ionisation energy of diamond)

• Weighting of different particle types to account for the probability of neutral particles

to be detected.
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(a) (b)

Figure 9.26: Time of flight for all particles hitting one BCM2 detector. Shown is the
response for one pp-collision taking the last 3 orbits into account. a) BCM2 inner diamonds,
b) BCM2 outer diamonds.

(a) (b)

Figure 9.27: a) Time of flight in bunch crossings (24.95 ns) for all particles entering the
BSC inner tiles. The pp-collision sets the start time. b) Comparison for two different beam
energies.
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– Neutrons: A weighting factor of 1/6 is applied, which is the ratio determined
by test beams.

– Photons: A weighting factor of 1/50 is applied.

The simulation results including the detector response model is shown together with
measured data in Figure 9.28. The measured data was taken during a fill with 6 bunches
per beam of which three are colliding CMS. The colliding bunches are represented in the
data plot in the first three high peaks with the short tails. The non-colliding, or unpaired
bunches are also contributing to the data in form of beam background, these bunches
are visible as peaks of reduced height and no or highly suppressed tails. For each of the
colliding bunches the simulated response for one pp-collision is filled into the histogram
in the appropriate time bins. For this also the previous 3 orbits are used, so that the
contribution from previous orbits is not neglected. As mentioned above, all time of flights
are taken by the modules of a full orbit, so that long lived particles are also taken into
account. The simulation data is scaled to fit the colliding bunch peaks best.

(a) (b)

Figure 9.28: Time of flight in bunch crossings (24.95 ns) for all particles entering the
BCM1F detector. The pp-collision sets the start time. Shown are measured data compared
to simulation for a beam with 3 colliding and 2x3 non-colliding bunches. a) Full orbit, b)
zoom of the colliding bunches.

The agreement of data and simulation is given, basically all features of the measured
data is also given by the simulation: The ratio of colliding peaks and the short tails, the
slope of the tails and the height of the flat tail. The details of the colliding bunches can be
seen in Figure 9.28(b), the agreement is remarkable.

To parametrise the observed data, one can split up the BCM1F signal into four different
segments, of course these segments are often a sum of many collision or background signals,
so that, depending on the bunch train pattern, a deconvolution method needs to be applied
in order to get a clean response for each of the segments. In this section, the segments are
defined as:

• Peak: This is the value at ∆BX=0 and is used as normalisation between measured
and simulated data.
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Figure 9.29: Details of the BCM1F collision peak. Shown is the same data as above, but

with a finer binning.

• Very short tail: This is the data up to∆BX< 20 and describes the very short response

after a collision.

• Short tail: All data up to ∆BX< 500 describes the short after glow tail.

• Long tail: This describes the overall “grass” of the measured signal and is defined by

all data with a ∆BX> 500.

The time of flight as function of the particle energy of all particles hitting the BCM1F

detector is given in Figure 9.30(a) and in Figure 9.30(b) as function of the particle gener-

ation. The generation is a counter, whenever a new particle is created, it gets the value of

the parent particle plus one. The horizontal lines are multiples of bunch crossings. One can

see that all particles with energies above one GeV arrive within the first bunch crossing.

Only particles below 1MeV contribute to the tails. The contribution of selected particle

types is shown in the following Figures.

In Figure 9.31(a) the time of flight of electrons and positrons is shown as function of

particle energy. These particles contribute most to the short tails. Looking closer in Figure

9.31(b) one can see discreet clusters in time, namely at 5.8 ns, 16 ns and 30 ns. These are

most likely to be caused by reflections of particles of the ecal endcaps. This is illustrated

in Figure 9.32, where a cross-section of the central CMS detector is shown. Indicated are

three particles paths from the interaction point to the BCM1F detector with the time of

flight at relativistic energies.

The simulated time of flight clusters can be explained by combining these paths. Ob-

viously the first time cluster is the direct path one with ca. 6 ns time of flight. The next

cluster is seen around 16 ns which is a combination of path one, and two times two. So these

are caused by reflected particles from the ecal endcaps. The third cluster is seen around

30 ns and is also a reflection of the ecal endcap, but to the opposite side. By plotting

only particles with a direction of either pointing to or from the interaction point individual

clusters could be selected, so that it can be considered proven that the clusters are caused

by reflection effects. Whether the reflection really takes place at the ecal endcaps cannot

be proven with the current set of simulations, but it is considered to be the most likely

object leading to the simulated time of flight behaviour.
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(a)

(b)

Figure 9.38: a) Time of flight in bunch crossings (24.95 ns) for all background particles
entering the BSC inner tiles. b) Illustration of approximate time of flight radii of the
reflection peaks. Each circle can be assigned to a reflection centre, such as the ecal endcaps.

As for the pp-collision time of flight simulation, the BCM1F detector is used to validate
the simulation results. For this the same detector response function is being used, to
correctly treat the detection efficiency for neutral particles and to take the aluminium cover
into account, which is not implemented in the simulation. In Figure 9.39 the simulation
data using the detector response function is compared with measurement. As one can see
the two peaks of the two BCM1F planes are clearly visible in the simulation data, but
not in the measured data. This is believed to be caused by a timing jitter in the BCM1F
readout, caused by trigger threshold variations, orbit clock jitter and other smaller effects.
Taking all contributions for the jitter into account, a time uncertainty of up to 4 ns is
possible. In Figure 9.40(a) a Gaussian jitter of 3.8 ns was added to the simulation data.
Although the distribution of the jitter is not necessarily Gaussian a good agreement could
be achieved with it.

Figure 9.39: Comparison of time of flight data for beam background. Shown is BCM1F
data compared to simulated results.
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Timing 
BCM1F rates during a fill

• This plot shows the rate in 
bcm1f versus an arbitrary time 
in minutes (bins of 1 min) right 
before, during and right after a 
luminosity fill.

• The de-activation comes from 
the material surrounding 
bcm1f. The lifetime of the de-
activation after beam dump in 
this time scale is 34 hours.

• The raise in the rate during 
injection and acceleration is 
due to an increase in the 
vacuum pressure which 
stabilize during flat top.

• The increase in the rates 
during luminosity is due to 
collision products.

• Beam intensities in fill (1381):

• beam1: 1.54e13

• beam2: 1.12e13

2

De-activation (long time scale)

3

• This plot shows the rate in 
bcm1f versus an arbitrary time 
in hours (bins of 1 hour) at the 
end and after a luminosity fill 
covering a period of a few 
days without beams.

• A slope, from the de-
activation, is observed. The 
slope corresponds to a lifetime 
of 40 hours.•Possible to identify timescales ns thru weeks ...

•... and diagnose activated materials and reflections

•Diamond detector
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