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Abstract
The thesis at hand consists of two projects. In the first part, the three weakly ferro-
magnetic systems CePd1-xRhx, ZrZn2 and Fe1-xCrx were investigated. These systems
undergo different kinds of ferromagnetic quantum phase transitions. For this study,
most of the experiments were performed using a newly designed set up for neutron
depolarisation measurements at the beam lines ANTARES and MIRA as well as POLI-
HEIDI at the research neutron source Heinz Maier-Leibnitz (FRM II). By using the
newly designed set up, the depolarisation technique enables to investigate the phase
diagrams of weakly ferromagnetic systems as a function of the most crucial parameters
in the context of quantum phase transitions which are hydrostatic pressure and an
external magnetic field at lowest temperatures. Thereby, in particular the spatially re-
solved measurements, obtained at the neutron-imaging instrument ANTARES, provide
important insights when studying the effects of these external parameters on a sample.

As an independent project that is reported in the second part of this thesis, a so-
called wavelength-frame multiplication (WFM) chopper-system was designed and
optimised using Monte Carlo simulations. The optimised chopper-system is foreseen
to be installed at the future multi-purpose neutron-imaging instrument ODIN at
the European Spallation Source (ESS). At the ESS, this type of chopper-system
will offer large gain factors compared to continuous neutron sources. Considering
wavelength-dependent experiments and compared to continuous neutron sources it will
allow significantly shorter measuring times or provide additional information without
further effort. As an example, the neutron depolarisation technique could be adapted
to the instrument design, and benefit from both, the spectral properties and the
time-structure as well as from the spatial resolution.
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Kurzfassung
Die vorliegende Arbeit umfasst zwei Projekte. Im ersten Teil der Arbeit wurden die
drei schwach ferromagnetischen Systeme CePd1-xRhx, ZrZn2 und Fe1-xCrx untersucht.
In diesen Systemen können unterschiedliche Arten von Quantenphasenübergängen
beobachtet werden. Die meisten Experimente im Rahmen dieser Studie wurden mithilfe
eines neu entworfenen Aufbaus für Neutronen-Depolarisationsmessungen an den Instru-
menten ANTARES und MIRA sowie POLI-HEIDI an der Forschungs-Neutronenquelle
Heinz Maier-Leibnitz (FRM II) durchgeführt. Depolarisationsmessungen mit Neutronen
ermöglichen es, die Phasendiagramme schwach ferromagnetischer Materialien zu unter-
suchen. Insbesondere der Einfluss hydrostatischen Drucks und externer Magnetfelder
spielen hierbei eine wichtige Rolle und können mithilfe des neuen Aufbaus bei tiefsten
Temperaturen untersucht werden. Insbesondere die hohe Ortsauflösung, welche am
Neutron-Imaging Instrument ANTARES erzielt werden kann, liefert dabei wichtige
Einblicke in die Effekte dieser externen Parameter auf eine Probe.

Ein davon unabhängiges Projekt wird im zweiten Teil dieser Arbeit beschrieben. In
dieser Studie wurde ein sogenanntes "Wavelength-Frame Multiplication" (WFM)
Chopper-System entworfen und mithilfe von Monte Carlo Simulationen optimiert.
Das optimierte Chopper-System ist für den Einsatz am zukünftigen Neutron-Imaging
Instrument ODIN, spezialisiert auf bildgebende Messverfahren mit Neutronen, an der
Europäischen Spallationsquelle (ESS) vorgesehen. Das spezielle Chopper-System wird
an der ESS insbesondere bei wellenlängen-abhängigen Experimenten und verglichen
mit kontinuierlichen Neutronenquellen deutlich geringere Messzeiten erlauben oder
erweiterte Informationen ohne zusätzlichen Aufwand liefern. Beispielsweise könnte der
Aufbau für Depolarisationsmessungen an das Instrument-Konzept angepasst werden,
wodurch sowohl von den spektralen Eigenschaften und der Zeitstruktur als auch von
der Ortsauflösung profitiert werden kann.
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List of Abbreviations

List I. Abbreviations used in Part I of this thesis.

AFM antiferromagnetism, antiferromagnetic
CG cluster-glass
FC field-cooling
FM ferromagnetism, ferromagnetic

FWHM full width at half of the maximum
HFC high-field-cooling

MIEZE modulation of intensity with zero effort
MFL marginal Fermi liquid
MM meta-magnetism, meta-magnetic
PM paramagnetism, paramagnetic

PPMS Physical Property Measurement System
QCP quantum critical point
QPT quantum phase transition

RKKY Ruderman-Kittel-Kasuya-Yosida
SANS small angle neutron scattering

SC superconductivity, superconducting
SDW spin-density wave
SG spin-glass

VSM vibrating-sample magnetometer
ZFC zero-field-cooling

List II. Abbreviations used in Part II of this thesis.

BP band-pass
BPC BP chopper
ESS European Spallation Source
FO frame-overlap

FOC FO chopper
ODIN multi-purpose imaging instrument to be build at ESS
WFM wavelength-frame multiplication

WFMC WFM chopper
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1. Motivation For This Study

Ferromagnetism is a quantum effect which may be fundamentally explained by the
electronic correlations of spins underlying the Pauli principle. The interactions between
the spins may be mediated by direct exchange or indirectly for example via the RKKY
interaction [1, 2]. The interactions can therefore be controlled in different ways which
is of scientific as well as technological interest. The most obvious control parameter
which allows to tune a system from magnetically ordered to a paramagnetic state is
the temperature T . In a classical Ginzburg-Landau description the phase transition
is accompanied by a change of the order parameter which takes a non-zero value
below a critical value of the control parameter and is zero above this value [3, 4]. For
ferromagnetic systems the magnetisation M is used as the order parameter which is
zero above the Curie temperature TC and takes a finite value below TC . The symmetry
of the system is thereby broken at the transition from the disordered to the ordered
phase.

Magnetic phase transitions can be controlled by other parameters than temperature.
A non-thermal control parameter such as hydrostatic pressure p, an external field
B, or the concentration x of a ligand in a material can as well be used to drive a
phase transition. Typically this has an effect on the overlap of the electron wave
functions and consequently on the band structure. Thereby for example the ordering
temperature can be influenced or the type of order can be altered. More generally one
may also expect the occurrence of other correlation effects such as superconductivity
to occur at lowest temperatures. Interestingly, such a transition should in principle
even occur at zero temperature when using a non-thermal control parameter, which is
not only an academic detail as discussed in a number of studies [5–9]. It is reasonable
to conclude that such phase transitions might not be driven by thermal fluctuations
alone. Instead, quantum statistical fluctuations (e.g. tunnelling-processes between two
or more degenerate ground states) were considered as a mechanism to drive the phase
transition and thereby the system into the new ground state [10, 11].

A magnetic phase transition at zero temperature is commonly referred to as Quantum
Phase Transition (QPT). The point in the magnetic phase diagram where the tran-
sition temperature is continuously suppressed to TC = 0 is referred to as Quantum
Critical Point (QCP). In established theory such a QCP is thereby always connected
to a second-order phase transition. Although this transition occurs at T = 0 it has
significant influence on the properties at finite temperatures. An exemplary magnetic
phase diagram describing such a QPT is sketched in Fig. 1.1a. In this case pressure p

7



8 1. Motivation For This Study

drives the QPT at zero temperature T = 0 where the ground state transforms from
ferromagnetic to paramagnetic. In the illustrated case the application of a magnetic
field B supports the phase transition as it already reduces the symmetry of the system.

Recent discoveries in ferromagnetic (FM) as well as antiferromagnetic (AFM) systems
which undergo a QPT have attracted a lot of interest. In many AFM systems it was
observed that not only the ordering temperature could be suppressed but new exotic
phases emerge under certain conditions in systems that are tuned towards a QCP
[12–25]. The high-Tc superconductors are possibly the most prominent example among
these systems where the exotic properties are observed at ambient pressure. However,
also in several heavy fermion systems under applied pressure a superconducting phase
was observed before suppressing the ordering temperature to zero thereby covering a
putative QCP at lowest temperatures. An interesting observation was the continuity
of the QPT of several AFM systems as is depicted in the phase diagram sketched in
Fig. 1.1b. From the theoretical side the continuous QPT is not surprising however
the emergence of exotic new phases such as superconductivity still is. Furthermore,
the observed behaviour well above a putative QCP is often puzzling. Intuitively, one
might expect a paramagnetic (PM) phase if TC is suppressed to T = 0, however a
modulated spin structure or spin-glass behaviour is often found instead, which yet
cannot be explained in a unified framework.

Puzzling behaviour is also found in a large number of FM systems. For weak itinerant
ferromagnets in the vicinity of a putative QCP, where TC is suppressed by a non-thermal
parameter, established theories fail to predict the most fundamental properties such
as the electrical transport properties and the order of the magnetic phase transitions
[26–38]. Prominent examples here include Sr3Ru2O7 where a spin nematic phase at
high magnetic fields develops accompanied by two distinct types of spin density wave
(SDW) order. In some systems such as Nb1-xFe2+x disorder effects were found to play
a significant role, however, even here a SDW phase was suggested to cover the critical
regime in the phase diagram. Among the FM heavy fermion systems UGe2 is probably
the most prominent example for exotic behaviour. Here, two subsequent FM regimes
were observed under hydrostatic pressure, which cover a superconducting phase at
lowest temperatures.

The observed peculiarities in the vicinity of FM QPTs underscore the importance of
further investigations from both theoretical and experimental side. Established theories
predict a continuous suppression of the ordering temperature to zero as illustrated in
Fig. 1.1a. However, this has not been unambiguously observed for any highest-purity
single-crystalline ferromagnetic systems so far. Instead, there is strong evidence that
only rather diluted or less pure samples show such a continuous transition and in
this sense a "conventional" QCP. In clean (high-quality) samples the FM order seems
to vanish always with a first-order transition at a finite temperature at a so-called
tri-critical point. Inspired by this observation, several more recent theories include this
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Figure 1.1.: (a) Magnetic phase diagram showing the ordering temperature TC as
function of the control parameter p and an applied magnetic field B as predicted by
simple mean-field theories for weakly FM systems. The QPT is a continuous second-
order phase transition which ends in a QCP at T = 0. (b) Generic phase diagram
as predicted by more recent theories and supported by experiment. In homogeneous
metallic ferromagnets the QPT is expected to be second-order up to a tri-critical
point TTC . For larger values of the tuning parameter p the ordering temperature is
suppressed rapidly in a first-order transition and the sample takes a PM state.

feature naturally. In such theories it is argued that the FM QPT in a clean ferromag-
netic sample is generically a first-order transition above a tri-critical point [9, 39, 40]
as is depicted in Fig. 1.1b. Above the tri-critical point the ordering temperature is
reduced more or less abruptly to T = 0.

The reason for this generic behaviour is a coupling of the magnetisation fluctuations
to other electronic degrees of freedom which are referred to as soft-modes. In metallic
systems these soft-modes are electron-hole excitations about the Fermi surface at low
temperatures that are always present. As a consequence there should be generically a
tri-critical point separating the regime of second-order and first-order phase transitions.
As pointed out by [41, 42] the observation of the tri-critical point in their model
implies the existence of a meta-magnetic (MM) transition as a function of external
magnetic field above the tri-critical point. This transition line starts at the tri-critical
point in zero field and terminates at a QCP at finite field. An important study by
[43] showed that impurities or weak disorder effects may lower this tri-critical point
eventually to zero temperature hence producing a second-order QPT or in other words
a conventional QCP. Strong disorder may ultimately smear out even the second-order
QPT [44, 45]. Interestingly, there are other theoretical approaches which as well
predict a first-order QPT inferring a tri-critical point in clean systems [46–48]. In
these models a particular change in the band structure leads to the tri-critical point.
Instead of the generically expected meta-magnetic transitions, here, the emergence of
completely new phases including superconductivity, spin-spiral or nematic phases is
predicted. These phases are found just above the tri-critical point and thereby separate
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the homogeneous FM and the PM phase.

The verification of the proposed models is a challenge for the experimentalist. This
task requires to map out the magnetic phase diagrams of representative model sys-
tems using high-quality samples. In particular the phase transition needs to be tuned
as a function of a non-thermal control parameter such as hydrostatic pressure or
magnetic field. As the characteristic effects are expected to occur at rather low
temperatures and high pressure the critical region of the phase diagram is difficult to
investigate experimentally. Sample materials close to criticality need to be produced
with sufficient purity. The application of hydrostatic pressure together with the unam-
biguous identification of weak FM order at low temperatures present further difficulties.

In this study the power of the neutron depolarisation technique is demonstrated which
is used to address the scientific problem of whether FM order exists in selected materials
in the critical regime of the magnetic phase diagram. As neutrons do not carry a
net electric charge they interact much weaker with matter compared to electrons
or positrons. However, they do carry a spin which interacts with magnetic order.
Neutrons hence represent an ideal probe for the measurement of magnetic properties
on the microscopic scale. While neutron scattering experiments are used to investigate
reciprocal space e.g. wave vector dependent properties [49, 50], neutron transmission
experiments enable to investigate properties of the sample in direct space [51]. The
neutron spin is affected as well either by scattering off a magnetic moment in the
sample or in transmission by interaction with local magnetic fields in the sample.
Both processes deliver valuable information on the magnetic properties of a material.
In scattering experiments with polarised neutrons both ferromagnetic and antifer-
romagnetic properties such as the spin arrangement or the spin dynamics may be
investigated. In transmission experiments with polarised neutrons more specifically the
ferromagnetic order in a sample can be investigated directly on a microscopic scale by
evaluating the polarisation of the neutron beam [52, 53]. A signature of ferromagnetic
order is a degradation of the polarisation which is caused either by a rotation of the
polarisation vector away from the analysed direction or by depolarisation. A depolari-
sation of the neutron beam occurs if a ferromagnetic domain structure in a sample is
traversed. The amount of depolarisation is connected to the microscopic properties
B and δ, the magnetic flux density per domain and the average domain length in
the transmitted direction, respectively. It should be emphasized that this technique
does not probe the total average magnetisation such as a magnetometer but probes
the internal magnetic field per domain averaged along a given path through the sample.

By using state-of-the-art technical equipment the neutron depolarisation technique
enables to investigate FM samples of dimensions down to a few hundred micrometers.
By using neutrons in the thermal and cold spectrum FM order on a time scale down
to a few hundred nanoseconds and on a length scale of FM domains of the order
of micrometers is observable as will be discussed. A particular motivation for our
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neutron studies were recent results achieved with polarised neutron experiments as
reported in [54–62]. The high sensitivity on FM order at both small length scales
and small time scales promotes the depolarisation technique as a tool to track FM QPTs.

Three weakly FM systems CePd1-xRhx, ZrZn2 and Fe1-xCrx were investigated in this
study which undergo different kinds of QPTs. In all cases the type of (FM) order of the
underlying phase at low temperatures and in the critical regime is ambiguous regarding
earlier studies. In order to address this aspect and to explore the different phase
diagrams in more detail the neutron depolarisation technique was used. Conventional
laboratory techniques such as susceptibility and magnetisation measurements on the
samples were used to complement the neutron measurements. The main results of
this study may be summarised as follows:

• In CePd1-xRhx a QPT occurs driven by chemical substitution [63, 64]. In this
study a series of four samples with varying Rh content in the critical regime
x = 0.40 to 0.80 of the phase diagram was investigated. The FM transition
temperature is lowered with increasing x. Although the QPT was reported to
be continuous the type of ordering on the border to PM is ambiguous [65, 66].
Furthermore, the samples are expected to show intrinsic disorder effects. At
a critical concentration xc = 0.60 the curvature of the phase boundary TC(x)
changes sign. We have investigated two samples below and two samples above xc.
In all samples a depolarisation was found in very good agreement with published
phase diagrams verifying the FM nature of the ground state. Additionally,
we have investigated the samples using different magnetic field histories. A
glassy behaviour was observed above xc that develops with increasing x and is
reminiscent of re-entrant spin-glasses [67, 68]. Previous studies have already
suggested that a cluster glass state may form at intermediate Rh content [69].
From the difference in field-cooling and zero-field-cooling together with the fact
that a depolarisation exists even in nearly zero field we conclude that FM ordered
clusters evolve from the FM domains during this particular QPT which further
dissolve until a spin-glass state is reached. This transition occurs continuously
and ends in a non-magnetic state.

• In ZrZn2 the QPT was tracked as a function of hydrostatic pressure p using
a Cu:Be pressure cell. The transition temperature is reduced with increasing
pressure and a first-order transition at pc = 16.5 kbar was reported where the
FM order vanishes [70, 71]. Small magnetic fields are sufficient to recover the
phase transition which is referred to as a meta-magnetic (MM) transition. With
increasing pressure the field where the phase transition occurs also increases. In
this study four different pressures were applied up to p = 18.2 kbar. Above the
nominal critical pressure a depolarisation was observed in nearly zero field which
is enhanced by small applied magnetic fields. In our magnetisation measurements
a MM transition was observed above pc in agreement with earlier studies. This
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indicates a partially FM state just above the critical pressure on the length and
time scale which is probed by the neutron depolarisation technique. The observed
FM signature may be the explanation for the ρ = ρ0 + AT 3/2 non-Fermi liquid
behaviour of the resistivity reported in independent studies [72–74]. According
to this investigation the ground state is at least partially FM at pc and also just
above pc, otherwise no depolarisation would be observed. The MM transition
found in earlier studies may in this light actually be a reconfiguration of the spin
(or domain) structure which prevails dominantly ferromagnetic behaviour.

• The system Fe1-xCrx undergoes another peculiar QPT on its path from pure
Cr to pure Fe through chemical substitution measured using the Cr content x.
In this transition the ground state changes from itinerant FM on the Fe-rich
side to itinerant AFM on the Cr-rich side of the phase diagram [75–77]. In
between a spin-glass region is found which is hiding a putative QCP. In this study
the critical regime was investigated using eight samples in the range of x from
0.78 to 0.85. The neutron depolarisation technique was used to probe the FM
contribution to the observed phases. For the highest Cr content x = 0.78 that
was investigated a significantly broadened FM transition around 150 K was found.
The intermediate concentrations show a second transition to a highly hysteretic
phase reminiscent again of re-entrant spin-glasses. The underlying phase is still
FM since the depolarisation is further increased below the second transition
temperature. The depolarisation signature in zero external field vanishes for
x = 0.85 where AFM nominally sets in. Interestingly, the glassy transition is
still observed in the depolarisation measurements. The measurements indicate
a strongly disordered state and suggest electronic phase separation on a small
length scale where FM and AFM order coexists.

In all of the three investigations the neutron depolarisation technique has proven
particularly useful as it enables to investigate the effect of the most crucial parameters
such as pressure and magnetic field at lowest temperatures. In this study it has
become clear that the technique provides a valuable tool on the route towards a better
understanding of QPTs in FM materials due to the unique opportunity to interpret
FM signatures spatially resolved.

The following Chapter 2 gives a more detailed introduction to FM QPTs. Sec. 2.1
gives an overview on theoretical and experimental developments in the field of QPTs.
A brief overview on escape routes from conventional quantum criticality as observed
in experiments and as predicted from more recent theories is given. In Sec. 2.2
the results from the conventional Ginzburg-Landau approach are summarised which
describe the basic magnetic properties that are interpreted in this study. In Chapter
3 the mathematical requirements to prepare and to interpret neutron depolarisation
experiments on materials that undergo a QPT are discussed. Sec. 3.1 describes
details related to the set up used for measurements with polarised neutrons. Sec.
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3.2 gives a review on the theory of neutron depolarisation in ferromagnets followed
by newly developed methods to analyse our depolarisation data. Chapter 4 presents
the experimental details and the corresponding parameters used on the different
instruments in this study. The sample preparation and characterisation is described
in Sec. 4.1. The technical details for the application and determination of pressure
using a Cu:Be pressure cell are given in Sec. 4.2. The laboratory techniques used in
this study are summarised in Sec. 4.3 while neutron instrumentation is described in
Sec. 4.4. The three materials CePd1-xRhx, ZrZn2 and Fe1-xCrx that were investigated
in this study are described separately in the Chapters 5, 6 and 7. For each material
a state-of-the-art overview is given followed by the experimental findings from this
study and an interpretation of the data in the context of recent theoretical predictions.
Chapter 8 represents a summary of the first part of this thesis including an outlook to
future studies in this field of research.





2. Ferromagnetic Quantum Phase Transitions

In elementary ferromagnets (FMs) such as iron, nickel or cobalt as well as in ferro-
magnetic transition metals a spontaneous magnetisation is possible due to a splitting
of the corresponding electron bands. In these metallic systems the electrons can be
regarded as more or less delocalised from the crystal lattice. As the spin density may
vary spatially and temporally this type of magnetism is also referred to as itinerant
electron magnetism. In order to understand the key features of the magnetic phase
diagram of such systems it is reasonable to investigate rather weak FMs which are
characterised by a low ordering temperature of only up to several tens of Kelvin. Weak
itinerant FMs are often found close to a magnetic instability. The term "close" implies
that the Curie temperature can be suppressed significantly e.g. by application of only
a few kbar of hydrostatic pressure or by altering the chemical composition by only a
few percent. The pressure p and the chemical composition x may hence be regarded
as tuning parameters other than temperature that can drive a system from the FM
state to a paramagnetic (PM) state. In the thermodynamic sense pressure plays the
role of a control parameter in the equation of state. When driving a system from FM
to PM by using such a non-thermal control parameter the phase transition is usually
referred to as Quantum Phase Transition (QPT).

The following sections shortly review and summarise the theoretical basics on FM
QPTs. In Sec. 2.1 the basics on QPTs are summarised. Deviations from theoretical
predictions and experimentally observed escape routes from conventional quantum
criticality are discussed. In Sec. 2.2 a general description of weak itinerant FMs is
discussed. In Sec. 2.2.1 a short review of the Ginzburg-Landau approach for the Stoner
model is given. In Section 2.2.2 the phenomenological Ginzburg-Landau approach
often referred to as spin fluctuation theory is described which includes the effect of
fluctuations of the magnetisation.

15
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2.1. Quantum Phase Transitions
As discussed above temperature is not the only control parameter that may be used
to drive a magnetic phase transition. Pressure is an important example, which can be
used as a non-thermal parameter to tune an electron system from one ground state to
another. In theory, this tuning process is even possible at zero temperature where only
zero-point fluctuations are present. Altering a system by using a tuning parameter such
as pressure hence suggests that the entire phase transition cannot be due to thermal
fluctuations only, but may be driven by quantum mechanical fluctuations between
the degenerate ground states. Therefore, such a transition is usually referred to as
QPT. This kind of physics is not captured in the simple Ginzburg-Landau approach
and requires different techniques of which the first one was realised and applied by
Hertz [10].

The order parameter M (the magnetisation of a FM system) as function of the control
parameter x (e.g. pressure) is illustrated in Fig. 2.1 (adapted from Ref. [8]). In
addition, the free energy F as a function of the order parameter M is shown. The
upper panels correspond to a first-order QPT as a function of the tuning parameter x.
The lower panels correspond to a continuous and hence second-order QPT in x. The
free energy as function of M changes its shape when x is tuned.

For a first-order QPT two local minima exist in the free energy. Tuning x through the
phase transition at xc changes the shape such that below xc a finite magnetisation
M0 different from zero is favourable for the system. Directly at xc both ground states
are equally favourable and above xc the PM state is assumed. An energy barrier exists
separating the two states. In order to overcome the energy barrier an additional amount
of energy (latent heat) must be added to the system before the phase transition occurs.
As a consequence the magnetisation changes discontinuously as soon as the energy
has been added.

In the case of a second-order QPT the free energy is altered in a different way. Below
xc a global minimum at finite M0 is found, clearly defining the FM ground state.
However, it smoothly transforms into a broad minimum at x = xc virtually covering a
range of possible order parameter states from zero up to some finite magnetisation.
Above xc the minimum has changed its location where the order parameter is zero
e.g. the PM state is reached. The transition of the order parameter M(x) is hence
continuous and of second-order type and more importantly this phase transition is also
expected to occur for T → 0. The transition can therefore not be driven by thermal
fluctuations alone. Instead it may be driven by quantum mechanical fluctuations
(zero-point fluctuations) between the ground states. The true ground state at xc may
then represent a superposition of several ground states. In this regime of the phase
diagram interesting and yet unexplored physics may consequently be expected. In a
second-order QPT the point in the phase diagram where the tuning parameter takes
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the value xc is referred to as Quantum Critical Point (QCP).

Figure 2.1.: Illustration of the difference between first-order (upper panel) and
second-order (lower panel) QPT as function of a non-thermal tuning parameter x
such as pressure, chemical composition or magnetic fields. On the left: order param-
eter (magnetisation) M as function of the tuning parameter x. Shown in the three
plots on the right hand side is the free energy F (M) as function of the order param-
eter for values of x below, directly at and above the critical point xc. Below xc the
FM order develops with a finite M0 favoured for the ground state. Above xc the PM
ground state is favourable. Adapted from Ref. [8].

An elegant approach to describe QPTs including quantum fluctuations in the T = 0
limit was found by Hertz and Millis [10, 11] using the so-called renormalisation group
technique introduced by Wilson [78]. It was found that the approach is exact for
sufficiently high dimensions of the electron system. As the effective dimensionality
of a critical system close to a phase transition is increased by the so-called dynamic
critical exponent it was originally assumed that most magnetic systems near criticality
could be described by the model. In this approach the QCP is always bound to a
second-order QPT where the transition temperature can be tuned continuously to
TC = 0. It was noticed early that due to the quantum fluctuations also the electronic
transport properties should change. This implies that the standard Fermi liquid model
may not be valid in the vicinity of a QCP. At least for the marginal case a conventional
Ginzburg-Landau approach including spin fluctuations is applicable and an analytic
description of the phase transition can be provided. The corresponding electronic
ground state in the critical regime of the magnetic phase diagram can be derived in
the limit x→ xc where the QCP is approached. The ground state in this limit is often
referred to as marginal Fermi liquid (MFL). Predictions for a MFL on the border of FM
are in particular a logarithmic dependence of the susceptibility as χ(T ) ∝ log(T/T ′)
and a ρ ∝ T 5/3 resistivity [73].

Interestingly, in more recent studies such MFL behaviour is increasingly found in weak
FM system which are expected to be located close to a putative QCP. Furthermore,
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in sufficiently clean (high-quality) samples the second-order QPT turns always into
a first-order QPT at a tri-critical point. Unfortunately, such studies also reveal that
the transport properties typically change around the tri-critical point and are not well
described by the T 5/3 law for the resistivity above pc. Altogether the observations
strongly indicate that another mechanism has to contribute in the vicinity and above
a QCP which is neglected in the existing models.

After general reconsiderations it was suggested in the late 1990s by Belitz [79], Vojta
[6] and others that the Hertz-Millis description was to some extent incomplete for
the description of real metallic systems. They realised that so-called soft-modes
(electron-hole excitations around the Fermi surface) which always occur in metallic
systems can couple to the order parameter fluctuations. As a result a non-analytic term
appears in the free energy which then not only in particular cases but generically leads
to singularities which produce a first-order QPT. The formerly established prediction
that QPTs are always continuous is thereby invalidated. For this generic model a phase
diagram as illustrated in Fig. 2.2a was derived in [79].

This type of phase diagram applies to a number of FM systems. The continuous
second-order transition changes to first-order at a tri-critical point in the phase diagram.
In clean systems lines of meta-magnetic transitions defined by the critical magnetic
field and the critical temperature are observed. The meta-magnetic lines end up at
finite field at a QCP. A well-known example is ZrZn2 [80, 72, 73]. Interestingly, in
earlier studies the QPT was reported to be continuous. However, with increasing
sample quality the transition at low temperatures was found to be first-order which
is now established. Another system which is often cited in this context is MnSi
[81–83]. Although the system is actually a weak helimagnet, the long wavelength of
the modulation allows to approximate it as a weak FM. In general such a first-order
QPT occurs in a large variety of materials. These include transition metals where
the magnetism is carried by the 3d electrons such as CoS2 , Ni3Al and Sr3Ru2O7 (see
Refs. [84–88]) as well as 4f and 5f electron systems such as UGe2 , U3P4 , URhGe ,
UCoAl or URhAl (see Refs. [89–91]). In some systems the first-order transition above
a tri-critical point was found however the meta-magnetic wings were not observed.
Examples include Ni1-xPdx and CeSi1.81 where the QPT is most likely accompanied by
moderate disorder effects [92–94]. Regarding recent theoretical approaches the above
case may indeed represent the most generic case that occurs. However, empirically
there are altogether four categories of phase diagrams which may be distinguished.

The occurrence of meta-magnetic transitions is only one of the four typically observed
escape routes from a continuous second-order QPT. In all other cases the regime
of low pressure p is mostly similar to the generic case and characterised by a con-
tinuous second-order transition. However, in the case illustrated in Fig. 2.2b the
superconducting phase is observed on the border to the PM phase. Interestingly,
most known systems showing this behaviour are FM metals which contain uranium.
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Figure 2.2.: Several examples of magnetic phase diagrams as observed for weak FM
systems. (a) Possibly the most generic case where the continuous FM transition is
suppressed by a tuning parameter such as hydrostatic pressure p until a tri-critical
point at ptc is reached. Above ptc the transition changes to first-order and is rapidly
suppressed to T = 0. Meta-magnetic first-order transitions (so-called "wings")
are observed as a function of applied magnetic field B above the tri-critical point
and vanish at finite field in QCPs at T = 0. (b) The second-order FM transition is
found up to a critical value of p where a phase dome below the FM phase is found
exhibiting a first-order transition into a superconducting phase. (c) A second-order
FM transition at low values of p changes into a first-order transition into a SDW
phase. (d) In disordered systems such as doping series the FM ground state may
dissolve smoothly into a cluster glass and finally transform to a spin-glass state. Here
the concentration x of a constituent of the material is used a tuning parameter. The
second-order transition remains continuous until a PM state is reached.

The most prominent example is possibly UGe2 (see Refs. [89, 95]) which besides
superconductivity shows meta-magnetic transitions as illustrated in Fig. 2.2a. Other
examples where superconductivity but no meta-magnetic transition was found include
the systems URhGe , UCoGe (see Refs. [90, 91, 96]).

Fig. 2.2c shows another scenario where the type of order changes and a spin density
wave (SDW) is stabilised above the tri-critical point. Samples of lower quality may
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reveal an AFM phase emerging from the SDW phase for larger values of p. However,
even in doping series the type of order is often not simply AFM but a modulated
spin structure. Here the most prominent example for such a behaviour is Nb1-xFe2+x
[97–99]. In Sr3Ru2O7 two subsequent SDW phases are observed at finite magnetic
fields [15, 87, 88, 100]. The doping series Fe1-xCrx shows a behaviour more similar
to Nb1-xFe2+x , however, instead of a SDW phase a spin-glass regime is found to
separate the FM phase at low values of x and the AFM phase at larger values of
x [101–105]. This type of phase diagram is also found for some f electron systems
including CeRuPO , CeAgSb2 or the heavy fermion system Yb(Rh1-xCox)2Si2 (see
[94, 106]).

A phase diagram which may only be observed for strongly inhomogeneous systems such
as doping series is illustrated in 2.2d. Here the FM order is suppressed continuously as
a function of the composition x. The tail region of the phase boundary reveals the
effect of intrinsic disorder which may lead to a distribution of ordering temperatures
that varies spatially on a microscopic scale. In most cases where such a phase diagram
is observed a crossover into a cluster glass phase and finally into a spin-glass phase
occurs for larger values of x. A prominent examples for this behaviour among the FM
f electron systems are CePd1-xRhx [65, 107] which is also investigated in this study.
Other examples include CePt1-xRhx or CeNi1-xPtx and some uranium based compounds
(see [107–111]). However, in these systems the effect might be even enhanced due to
the existence of the additional energy scale of the Kondo effect. Among the d electron
systems Ni1-xVx represents a case of moderate disorder [112] where the tail region
is rather narrow compared to the illustration in Fig. 2.2d. In general, also the dop-
ing series Fe1-xCrx may be categorised here, as the FM phase boundary is rather similar.

Although great progress has been made in the theoretical description of the large variety
of FM systems, the exact electronic behaviour determining the transport properties in
the vicinity of a FM QCP is still under debate and no unified framework is known to
the author. In metallic systems well above a QCP the Fermi liquid theory could be
expected to predict the T → 0 limit of the resistivity with a ρ(T ) = ρ0 + AT 2 law.
However, this behaviour is rarely observed in FM materials close to a putative QCP.
Instead an exponent α < 2 in the ATα term is often found which typically changes
abruptly at the tri-critical point. It was discussed elsewhere that a particular non-Fermi
liquid behaviour may hence be regarded as a precursor indicating an easily accessible
QPT. An extensive review on metallic systems where a FM QPT was observed can be
found in [106]. A review on metallic systems which show non-Fermi liquid behaviour is
given in [113, 114] where also several of the FM systems mentioned above are included.

As the above summary is of course not exhausting we refer to the references given
within the text for further details. Nevertheless, it is clear that the challenge persists to
investigate weak FM materials in the context of QPTs. The theoretical challenge is to
find a unified framework covering all of the discussed escape routes from a second-order
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QPT. An experimental challenge is to probe the FM properties on the correct time
and length scale. For the interpretation of the data in this study we rely on established
models although these models are most likely to fail close to a QCP. The next Sec.
2.2 summarises the main results from a conventional Ginzburg-Landau approach to
derive the magnetic properties of interest. In Sec. 2.2.1 the most simple version of the
model is summarised which still helps to develop some intuitive understanding. In Sec.
2.2.2 a modification of the model including the effect of spin fluctuations is shortly
reviewed.
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2.2. Weak Itinerant Ferromagnetism
Weak itinerant ferromagnets can be characterised phenomenologically by a few common
properties. The inverse susceptibility χ(T )−1 in such systems is mostly proportional
to (T − TC) for temperatures T well above the Curie temperature TC which is also
known as Curie-Weiss behaviour. The spontaneous moment at zero applied field and
extrapolated to zero temperature µs(T → 0, B = 0) is much smaller than the effective
Curie-Weiss moment µeff at high temperatures. The magnetisation M(B) shows no
saturation up to highest fields. So-called Arrott plots, i.e. B/M plotted against M2

show linear behaviour over a large field range and temperature range.

Historically, weak itinerant ferromagnetism was first explained by Stoner [115] and
others in the 1930s. In the Stoner model the Fermi surface of a ferromagnetic system
experiences a lifting of its spin degeneracy below a critical temperature. The spin-
splitting of the Fermi surface allows the spontaneous ferromagnetic polarisation of the
spin ensemble by single-spin excitations from the majority band to the minority band.
The first predictions were however only valid in the limit T → 0. A Ginzburg-Landau
approach was used later to derive the properties at finite temperatures [4, 116, 117]
where a prime candidate for a model system was the weak itinerant electron magnet
ZrZn2 . Although providing an important starting point with qualitatively correct
predictions for a few selected candidates the theory failed quantitatively for most
materials. More specifically the model is not able to explain the strong temperature
dependencies and the magnitude of observables such as susceptibility and specific
heat. Furthermore, it significantly overestimates the Curie temperature. It was found
later that the collective dynamics of the spins i.e. spatial and temporal fluctuations
in the spin density, which were neglected so far, were one reason for this discrepancy.
It was shown in the 1980s by Moriya [118] that a model including fluctuations of
the spin density could be formulated using again a Ginzburg-Landau approach. Lon-
zarich and Taillefer [119, 120] proposed a version of this model such that only four
parameters which can be easily determined by experiment are needed for a complete
description of the thermodynamic properties. By this time the model was applied
to the materials MnSi and Ni3Al at ambient pressure with remarkable agreement.
However, it could not predict the behaviour for higher pressures and it failed for
other materials. It took until the 1990s where a new theoretical approach by [11]
was proposed that was based on the renormalisation group technique as introduced
by Wilson and applied by Hertz [10, 78]. The approach was more suitable for the
description of QPTs since the fluctuations driving the transition are described by
quantum statistics. Nevertheless, the theory breaks down for systems close to quantum
criticality as suggested from more recent experiments. In the Hertz-Millis theory the
QPT is always a second-order transition and hence continuous which is in marked
contrast to experimental observations. Several routes were investigated by theorists in
order to solve this discrepancy. Most recent models that may provide the route towards
a complete description have considered the effect of order parameter fluctuations
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which couple to each other. In the last decade this has lead to a very generic picture
of QPTs. In clean systems it is now predicted that the QPT is always a first-order
transition above a critical value of the control parameter referred to as tri-critical point.

The Ginzburg-Landau approach based on the Stoner model for the description of weak
itinerant ferromagnets at finite temperatures is summarised in the following section
2.2.1. In Sec. 2.2.2 the extension of the Ginzburg-Landau approach including spin
fluctuations is discussed. Since in this study the effect of pressure on the magnetic
state is investigated, the pressure dependence of the Curie temperature is considered.

2.2.1. Ginzburg-Landau Theory for Itinerant Ferromagnets
The partly phenomenological Stoner-Wohlfarth model which will be shortly reviewed
in the following is microscopically based on the characteristics of the density of states
around the Fermi level [115] whereas the behaviour at finite temperatures is derived
using a Ginzburg-Landau approach. The Ginzburg-Landau approach for the model
was extensively investigated by [116] and [117]. The model gave a first qualitatively
convincing explanation for band ferromagnetism at finite temperature and was the basis
of further theoretical developments. One of the archetypal ferromagnets investigated
in this framework was ZrZn2 which was also investigated in this study. In the Stoner
description a single electron spin interacts with a mean molecular field produced by the
ensemble of all other spins. The idea of such a mean field was already introduced by
Pierre Weiss earlier and it is also used in the Heisenberg model for magnetic systems
consisting of localised spins. In contrast to localised moments in the Heisenberg
model, which for example is applicable to isolating magnets and possibly to some
f -electron systems, the electron moments in band ferromagnets are not localised at
the lattice points but the electrons are treated as more or less free quasi-particles in a
potential imposed by the molecular field. The Fermi liquid theory or more specifically
an adequate quasi-particle description is therefore in general expected to hold in
metallic ferromagnets. The model assumes that spin excitations from the majority
band to the minority band occur below the Curie temperature. The excitations are
uncorrelated particle-hole pairs with small energy h̄ω and small wave vector q and
span the so-called Stoner continuum in ω(q) space.

The microscopic properties in this model could be derived only for the static case
at T = 0. For the description of the magnetic properties at finite temperature a
phenomenological approach was found later. This Ginzburg-Landau approach as
presented below does in principle not require precise knowledge of the free energy
functional. Instead the free energy is approximated as a series expansion for small
changes of the order parameter characterising the phase transition. The behaviour
near a phase transition can then be calculated for the change in temperature t =
T−TC

TC
relative to the transition temperature TC or for the volume change ω = V−V0

V

compared to the equilibrium volume V0 at zero pressure. It is therefore assumed that a
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thermodynamic property X such as the specific heat or magnetisation can be expressed
in a form: X(t) = a|t|λ0(1 + btλ1 + ...). The leading order exponent λ0 is referred to
as critical exponent which is defined by

λ0 = lim
t→0

logX(t)
log |t| (2.1)

Experimentally, the critical exponents may be determined by a careful analysis of the
corresponding thermodynamic property and can be used to verify the model assump-
tions. As an example, the magnetisation M(T ) for values close around TC may be
plotted on a log-log scale. The slope for vanishing t = 0 i.e. at TC then gives the
critical exponent for the magnetisation. The critical exponents are expected to obey
certain relations generically due to the thermodynamic principles. In the literature
the exponents are typically named as α for the specific heat C ∝ |t|−α, β for the
magnetisation M ∝ (−t)−β and γ for the magnetic susceptibility χ ∝ |t|−γ. When
approaching the critical point where t→ 0 the typical length scale of a fluctuation ξ
(the correlation length) as well as the time scale τ (i.e. the life time or inverse decay
rate) diverge as known from liquid-gas phase transitions. The correlation length is
written as ξ ∝ |t|−ν where ν denotes the static critical exponent. The life time of the
critical fluctuations can be expressed by τ ∝ ξz where z is the dynamic critical exponent.

The general behaviour at finite temperatures can be understood by considering the
free energy F for a volume V of the described system of spins. The magnetisation
M plays the role of the order parameter, which takes a non-zero value in the ordered
state (below the ordering temperature TC) and vanishes in the disordered state (above
TC). The temperature T acts as control parameter. The free energy may now be
written as the sum F = F0 + Fm where F0 is the free energy for a system without
magnetic interaction between the spins and Fm incorporates the magnetic interactions.
For small magnetisation M the free energy can be expanded into a Taylor series. For
symmetry reasons the free energy Fm should contain only even exponents of M in its
expansion. From experimental observations, i.e. from so-called Arrott-plots of most
archetypal ferromagnets it may be concluded that an expansion of the free energy
Fm to the 4th order term is sufficient to capture the essential physics. An external
magnetic field H is assumed to reduce the free energy in which it couples linearly to
the magnetisation M . The free energy then reads:

F = 1
2a(T )M2 + 1

4bM
4 −HM (2.2)

Here the coefficient a(T ) depends on the temperature while the coefficient b does
not. The explicit assumption of such a behaviour renders the theory phenomenological.
Minimisation of the free energy with respect to the magnetisation enables to determine
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the coefficients a and b:

a(T ) = 1
2χ0

(
1− T 2

T 2
C

)
and b = 1

2χ0M2
0

(2.3)

The magnetic equation of state now reads

H = dF
dM = a(T )M + bM3 (2.4)

which resembles the behaviour observed experimentally using Arrott-plots, i.e. a plot
of H/M vs. M2. Fig. 2.3a shows typical Arrott-plots for a weak FM system at
different temperatures. Directly at the ordering temperature an intersection with the
origin is observed.
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Figure 2.3.: (a) Illustration of Arrott-plots for a weak itinerant ferromagnet at dif-
ferent temperatures. Directly at TC the line intersects zero and it is shifted with
temperature while the slope remains constant. Below TC a finite magnetisation exists
without an external field H. (b) Inverse susceptibility as a function of temperature
for different pressures. The susceptibility is shown for temperatures above TC where
a linear (Curie-Weiss) behaviour is predicted. Increasing the pressure suppresses the
Curie temperature and thereby shifts the intersect χ−1(TC) = 0 towards smaller
temperatures. A critical point pc is reached if the intersect is at T = 0.

For the spontaneous magnetisation it is found

M2(T ) = M2
0

(
1− T 2

T 2
C

)
(2.5)

with M2
0 = −a(T = 0)/b is the squared equilibrium moment at T = 0.

Hydrostatic pressure is probably the most important parameter that can be tuned
besides magnetic fields in order to fully understand the magnetic properties of a
material. For some magnetic alloys the effect of pressure can be simulated by chemical
substitution or dilution with a material of different atomic volume. However, this may
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also lead to disorder effects and as a consequence alter the behaviour of the phase
transition. The pressure dependence of the magnetic state has been investigated in
a large number of ferromagnetic materials. Observations clearly indicate that the
magnetisation is coupled to the elastic properties of the sample. For the description of
this magneto-volume coupling a modified version of the Ginzburg-Landau free energy is
hence required. In the following the pressure dependence of the Curie temperature and
of the susceptibility will be derived under the assumption that only the parameter a(p)
of the free energy depends on pressure. The assumption is rectified by the observation
from Arrott-plots M2 vs. H/M where the intersect a(p) is a function which goes
approximately linear with pressure and vanishes at a critical pressure pc. In contrast the
slope of the Arrott-plots does not change significantly for varying pressure suggesting
essentially no pressure dependence for the parameter b. Fig. 2.3b illustrated the
typical Curie-Weiss behaviour above TC of the static susceptibility M/H for different
pressures p as observed by experiment. Typically, the application of pressure reduces
the transition temperature TC .

The pressure dependence can then be introduced using additional terms in the free
energy. According to the formulation by Wohlfarth in [116] it is assumed that the free
energy of a system contains an elastic energy term 1

2κω
2 (by following Hooke’s law)

which increases if pressure is applied. The parameter κ is the compressibility in the
linear (elastic) regime and is connected to the pressure p via the relation ω = −κp
where ω = V−V0

V0
is the relative volume change in terms of the equilibrium volume V0

at zero pressure. In order to minimise the free energy a magneto-volume coupling term
is introduced. Supported by experimental evidence it is assumed that this coupling
term decreases with the squared magnetisation M2 and linear with pressure i.e. with
the relative volume change ω and hence with the volume V . The free energy then
reads for the case without explicitly including spin fluctuations

F = a

2M
2 + b

4M
4 + 1

2κω
2 −HM − cω

(
M2(H,T )−M2(0,T )

)
(2.6)

The constant c describes the strength of the magneto-volume (also called magneto-
elastic) coupling.

From the free energy the magnetic equations of state for the system can be derived.
For an applied magnetic field H it follows

H = dF
dM

∣∣∣∣∣
V

= aM + bM3 − 2cωM (2.7)

The application of pressure stabilises the state

−p = dF
dV

∣∣∣∣∣
M

= −c
(
M2(H,T )−M2(0,T )

)
. (2.8)
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Experimentally either the relative volume change ω or the corresponding pressure can
be measured for different M(H,T ) which is expected to result in a series of parallel
lines with constant slope c. The application of pressure tends to reduce the Curie
temperature. For the Stoner-Wohlfarth model it is found that

TC(p) = TC(0)
(

1− p

pc

)−1/2

(2.9)

with the critical pressure p−1
c = 4cκχ0.

This pressure dependence of the Curie temperature represents basically the most
simple model of a QPT. If the pressure could be tuned continuously, the system would
undergo a phase transition from a FM phase to a PM phase at zero temperature.

Successful refinements of the above theory were first elaborated by [119, 121]. The
main refinement was to consider the effect of order parameter (spin) fluctuations on
the magnetic equation of state in a similar way using a Ginzburg-Landau approach.
However, the parameters a and b are now assumed constant with temperature and the
ground state properties do not generally depend on the assumption of an underlying
Fermi liquid in the magnetic state. The spin fluctuation theory will be discussed in the
following section.

2.2.2. Ginzburg-Landau Theory Including Spin Fluctuations
The Stoner model and the corresponding Ginzburg-Landau approach provided a good
starting point to explain the fundamental principles of band ferromagnetism. However,
the Curie temperature derived from the Ginzburg-Landau formulation of the Stoner
model was significantly overestimated for most real materials investigated so far. In
addition, the temperature dependence of observed properties such as susceptibility and
specific heat deviates from the predictions. In other words, only very few (essentially
none) Stoner type ferromagnets were identified so far. As an explanation for this
discrepancy collective spin fluctuations have been considered as a necessary ingredient
for a full description of the phase transition and of the magnetic properties in metallic
systems. In a refined Ginzburg-Landau approach these spin fluctuations couple to
the magnetisation which complicates the solution [118]. It is hence favourable to
include several approximations that are supported by experimental observations. Such
a phenomenological version was proposed by Lonzarich and Taillefer in [122]. The
assumptions simplify the model to only four free parameters a, b, c and γ which can
all be determined by experiment and may in addition be derived from band structure
calculations for comparison. In this model, the parameter a corresponds to the static
inverse susceptibility, b denotes the so-called mode-coupling parameter, c is the spin
wave stiffness and γ corresponds to the inverse life time of the spin fluctuations.
The parameters a and b can be determined from magnetisation data while c and
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γ can be extracted from neutron scattering data. The model introduces both lon-
gitudinal and transverse spin fluctuations with respect to the mean field direction.
Both alter the temperature-dependence of physical properties in terms of the criti-
cal exponents. This section is basically a summary of the theory as reviewed in Ref. [4].

Again the Taylor series for small magnetisation M of the free energy F = F0 + Fm
is used to approach the problem. In the first step the magnetisation is replaced by
M → M + m where now the static average magnetisation is denoted by M and
m is the fluctuating part of the magnetisation which varies as function of position.
The spatial average 〈m〉 = 0 vanishes as the fluctuations are assumed to be overall
isotropic. However, the variance or fluctuation amplitude 〈m2〉 6= 0 takes a finite value
which will be important for the considerations. As in the previous section it is assumed
that only a quadratic and a quartic term in M occur in the free energy. However, due
to the vectorial nature of the magnetisation M and of the additional fluctuating term
m a more tedious expression is found

Fm = a

2
(
M2 + 2〈m2

⊥〉+ 〈m2
‖〉
)

+ b

4
(
M4 +M2(6〈m2

‖〉+ 4〈m2
⊥〉) + 8〈m2

⊥〉2 + 3〈m2
‖〉2 + 4〈m2

⊥〉〈m2
‖〉
)

In contrast to the Stoner model, the parameters a and b both do not depend on
temperature. However, the fluctuation-dissipation theorem predicts that the amplitude
of classical (i.e. thermally induced) fluctuations scales linearly with temperature [4]. In
order to include this result a condition for the fluctuation amplitude in terms of other
known parameters is suitable. As a necessary requirement the inverse susceptibility
χ−1(TC) = 0 vanishes at TC together with the static average magnetisation M . The
inverse susceptibility

χ−1 = d2F

dM2 = a+ b

210〈m2〉 (2.10)

gives at TC the fluctuation amplitude as 〈m2
c〉 = M2

0/5. In isotropic systems the
simplification 〈m2

‖〉 = 〈m2
⊥〉 = 〈m2〉 below TC together with the previous assumption

of a linear temperature dependence leads to

〈m2〉 = M2
0

5
T

TC
(2.11)

which is often referred to as Moriya formula [121, 4].

Assuming thermal equilibrium at finite T now gives
dF
dM = aM + bM3 + bM(3〈m2

‖〉+ 2〈m2
⊥〉) = 0 (2.12)



2.2. Weak Itinerant Ferromagnetism 29

The equation can be solved for the magnetisation

M2 = M2
0

(
1− T

TC

)
(2.13)

The static susceptibility for T < TC is derived as

χ−1(T ) = χ−1
0

(
1− T

TC

)
(2.14)

and for T ≥ TC it reads

χ−1(T ) = 1
2χ
−1
0

(
T

TC
− 1

)
(2.15)

which, again in contrast to the Stoner model, corresponds to Curie-Weiss behaviour
for temperatures above TC .

The (stronger) temperature dependence originates from the correction terms propor-
tional to

〈
|m‖(q)|2

〉
and 〈|m⊥(q)|2〉 which arise due to the thermal spin fluctuations

that couple to the magnetisation.

An important parameter that can be derived from the condition χ−1(TC) = 0 is the
Curie temperature of the phase transition. Following the result from [119] it is given
by

TC = 2.387cM3/2
0

(h̄γ)1/4

kB
. (2.16)

and thereby connects all four parameters of the model. The spontaneous magnetisation
may be measured directly and corresponds to M0 =

(
−a
b

)1/2
. As already mentioned,

the parameters a and b can be also extracted separately from Arrott plots. The other
two free parameters, i.e. the spin wave stiffness c and the inverse fluctuation lifetime
γ are also required for the generalised susceptibility χ(q,ω) as function of the wave
vector q and of the excitation energy ω. The generalised susceptibility thereby includes
the length and time scale that are probed. The parameters c and γ can be determined
experimentally using neutron scattering. With a neutron triple-axis spectrometer the
measurement of the inelastic scattering function which is proportional to χ(q,ω) can
be used where Γ(q) is then the energy width as a function of q. The parameter c is
given through the spin wave stiffness, i.e. the slope of h̄ω(q) for small q describing
well-defined spin wave excitations. Alternatively a spin echo spectrometer or MIEZE
spectrometer can be used where the Fourier transform τ(q) = Γ−1(q), i.e. the lifetime
of the fluctuations is measured. In principle all four parameters a,b,c and γ can also be
derived from band structure calculations for comparison. It is worth to mention that
the model as formulated in [119] relies on another parameter hidden so far which is a
cut-off wave vector qc used for the complete derivation. It defines the limit above which
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the excitations cannot be regarded as collective anymore. Above qc the excitations
get heavily damped and then decay completely into uncorrelated single particle-hole
excitations already introduced as the Stoner continuum.

In the spin fluctuation theory the effect of pressure on the Curie temperature is assumed
to arise entirely from the fluctuating part of the magnetisation and may be derived as

TC(p) = TC(0)
(

1− p

pc

)
(2.17)

A comparison of the Stoner-Wohlfarth model and the spin fluctuation theory for the
two characteristic properties magnetisation as a function of temperature and the
pressure dependence of the Curie temperature is shown in Fig. 2.4.
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Figure 2.4.: Comparison of the Stoner-Wohlfarth theory and spin fluctuation the-
ory according to the formulas given in the text. (a) Magnetisation as a function of
temperature. The qualitative behaviour is rather similar however the quantitative
predictions of the spin fluctuation theory are more accurate. (b) Pressure dependence
of the Curie temperature. Quadratic behaviour vs. linear behaviour is predicted from
the theories which have both been observed in experiments. Both theories predict a
continuous second-order suppression of the Curie temperature to T = 0.

It should be noted that the model glances at ambient pressure and for low pressures.
However, recent experimental findings undermine the model for larger pressures where
TC is already strongly suppressed. The theory seems to fail by predicting a second-order
phase transition until a QCP is reached. It does not predict the experimentally observed
first-order phase transition when approaching a putative QCP in the magnetic phase
diagram. In other words the description of the QPT seems to lack some ingredient.
Nevertheless, the theory constitutes an important step towards a more complete
understanding of ferromagnetism. Compared to the Ginzburg-Landau theory for the
Stoner model as described in the previous section the spin fluctuation theory provides
much better agreement with experiment and involves only four free parameters which
can be determined consistently from different measurements or calculated ab initio.
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The spin fluctuation theory may in this aspect be regarded as a very successful progress.

The results from the phenomenological Ginzburg-Landau approach will be used as a
basis for the interpretation of the data collected in this study. As pointed out in Sec.
2.1 the validity of this established model in the critical regime of the phase diagram is
of particular interest and under investigation in this study using selected samples. The
next chapter gives a summary on the mathematical basics of neutron depolarisation
studies.





3. Basics Of Neutron Depolarisation Studies

This chapter gives a brief summary of the experimental requirements for neutron
depolarisation measurements and of the theoretical details required for an interpretation
of the neutron data. A sketch of a basic set up for neutron depolarisation measurements
is shown in Fig. 3.1. For such a measurement the polarisation of the neutron beam
needs to be evaluated. This is done by measuring the difference in intensities of the
two opposite polarisation states ↑ and ↓ of the neutron beam as will be explained
below in more detail.

Figure 3.1.: Illustration of a typical set up for neutron depolarisation measurements.
The blue arrows indicate the direction of the magnetic field in each component. The
neutron beam (traversing from left to right) is first polarised using a suitable polari-
sation device. The polariser is followed by a spin-flipper in order to switch between ↑
and ↓ states. The polarisation is guided by static magnetic fields on the path through
the sample. The sample is typically placed in a cryostat (not shown) which is sur-
rounded by a coil pair in order to vary the temperature and to apply external mag-
netic fields. The polarisation is then guided to the analyser which selects the ↑ state.
Finally, the neutrons are counted using a 1D or 2D detector.

For the polarisation of the neutron beam a suitable polarisation device is required, e.g.
a polarising supermirror cavity [123] or a 3He spin-filter cell [124, 125]. A spin-flipper
device is placed behind the polariser which allows to select the spin state ↑ or ↓
required at the sample position. The beam polarisation is typically maintained by a
magnetic guide field pointing along the field direction of the polariser. In order to set
a desired polarisation direction at the sample position the guide field may be rotated
smoothly on the neutron path from the initial polariser field direction to an arbitrary

33
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direction. Alternatively so-called coupling coils may be used for this purpose 1. In this
case the guide field is rotated into the horizontal plane. This allows to apply magnetic
fields at the sample position that are parallel or anti-parallel to the vertical axis as the
polarisation vector is adiabatically guided into both directions. A smooth continuation
of the magnetic field along the neutron path is required to keep the polarisation at
maximum. After interaction with the sample the polarisation is guided by a magnetic
field reaching to the analyser which finally selects again the initial ↑ state in order to
determine the change of polarisation of the neutron beam by the sample.

The polarisation is calculated using the two measured neutron intensities I↑ and I↓
according to the spin state ↑ or ↓ selected by the spin-flipper. Imperfections of each
polarisation device and of the spin-flipper have to be considered for meaningful data
interpretation. These effects can be accounted for by normalisation of the data. The
normalised polarisation can be calculated using the relation

P = 1
P0
· I↑ − I↓
I↑ + I↓

(3.1)

where P0 is the reference polarisation measured either without the sample in the
beam or with the sample hold at a temperature well above any ferromagnetic or
superconducting transition. The polarisation P0 thereby contains all influences by
the set up and due to the sample environment. A normalisation to the reference
polarisation P0 exposes the pure effect of the sample on the polarisation. This formula
is used throughout all measurements in order to determine the polarisation.

Two limiting cases of magnetic field transitions occur on the neutron path through
our particular set up which will be discussed in some more detail. A non-adiabatic
(which implies abrupt) field transition occurs in the spin-flipper coil. In total four
adiabatic (smooth and continuous) transitions along the neutron path occur where
the guide field direction is changed smoothly from vertical to horizontal and otherwise
around. The next section gives a short summary on the mathematical description of
the neutron spin in constant and spatially varying magnetic fields. Furthermore, some
basic rules of thumb are given for the instrumentation with polarised neutrons.

1 For this study coupling coils had several disadvantages, i.e. they require additional power
supplies and the neutron beam needs to traverse the coil wires which reduces the intensity.
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3.1. Neutron Spin in Magnetic Fields
A description of the time evolution of the neutron spin in a magnetic field may be
derived either in a classical way or using quantum mechanics. For the purpose of
this study a classical description is used which also helps to understand the behaviour
more intuitively. In this case each neutron carries a spin S which may point in an
arbitrary direction. The polarisation of the neutron beam is then defined as P = 〈S〉
the ensemble average over all neutron spins and may take values between −1 and
1 with respect to a quantisation axis typically defined by the polariser and analyser
guide field direction. For further theoretical details on the polarisation we refer to
the literature, e.g. [50, 126, 127]. In a classical picture, the neutron spin experiences
a torque if the spin and the field direction are not parallel to each other. The time
evolution of the neutron spin in a magnetic field B(t) can be described by the Larmor
equation

d

dt
S(t) = γS(t)×B(t) (3.2)

The factor γ = 183 kHz/mT is the gyromagnetic ratio of the neutron. For an
interpretation of the Larmor equation one can now distinguish between two distinct
cases: the non-adiabatic case and the adiabatic case of a magnetic field change. An
illustration of a non-adiabatic and an adiabatic field transition is shown in Fig. 3.2a
and 3.2b, respectively. In the non-adiabatic case the field direction changes abruptly
from vertical at t < 0 to horizontal at t = 0. In the adiabatic case the field direction
changes continuously from vertical at t = 0 to horizontal at the time t.

It is most intuitive to consider the spin in the moving coordinate system of the neutron
such that only the time-dependence remains in the Larmor equation in order to derive
the behaviour along the neutron path. A simple solution for the non-adiabatic case
can be found by splitting the spin vector into the components s⊥(t) perpendicular to
B and s‖(t) parallel to B as

S(t) = s‖(t) + s⊥(t) (3.3)

For a constant field B it follows from Eq. 3.2 that the parallel component shows no
time dependence and will hence not change. The component s⊥(t) perpendicular to
B however will change in time. The solution for the case of a static field in y-direction
as in Fig. 3.2 such as B = (0, B, 0)T is:

s⊥(t) = −sx sin(ωLt) + sz cos(ωLt). (3.4)

The relevant components and their signs are a result of the cross product in the
Larmor equation. If the initial spin state is not parallel to B the polarisation vector
precesses around the axis of the magnetic field with the Larmor frequency ωL = γB.
Hence, the spin precession sets in if an abrupt change of the field direction from the
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Figure 3.2.: (a) Non-adiabatic and (b) adiabatic magnetic field transition. The
initial polarisation is along the guide field in z-direction while the neutron propagates
in x-direction. In (a) the field changes abruptly from z-direction (green) to y-direction
(blue), resulting in a spin rotation (small black arrows) within in the x-z plane around
the y-axis starting at t = 0. A second field transition to the initial field direction
occurs when a rotation by an angle ωLt = π is reached. This corresponds to a spin
flip. The field in (b) changes slowly from the z-direction at t = 0 to the y-direction
where ωBt = π/2. The polarisation is guided along the rotating field if the angular
change of the rotating field is much smaller than the angular change due to the
Larmor precession around the field axis.

initial polarisation direction occurs (cf. Fig. 3.2a). The spin-flipper used for this
study is a so-called Mezei-type spin-flipper which consists of two rectangular coils with
perpendicular field orientations, one wound around the other. If placed in a polarised
neutron beam this allows to compensate the magnetic guide field by the outer coil
and at the same time to produce a field perpendicular to it using the inner coil. Since
the field transition into the spin-flipper coil is in good approximation non-adiabatic
the neutron spin will rotate around the axis of the perpendicular field. The field
strength (the current driving the coil) is tuned such that the spin performs a rotation
by 180◦ which corresponds to a spin flip. The behaviour is fully described by Eq. 3.4.

If the direction of the guide field varies slowly the adiabatic case needs to be considered.
In general the neutron spin always performs a small amount of precession if a change
in the field direction occurs. However, if the change of the field direction is small
enough the major part of the polarisation will be guided along with the field direction.
For a mathematical description we consider an initial magnetic field pointing along
the z-direction. The magnetic field shall start to rotate at t = 0 in the y-z plane with
frequency ωB around the x-axis:

B = B

 0
sin(ωBt)
cos(ωBt)

 (3.5)
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After a π/2 rotation the field points along the y-direction.

It is now useful to quantify the so-called adiabaticity k by comparing the Larmor
frequency ωL to the frequency ωB of the field change in time as

k = ωL
ωB

(3.6)

For a solution of the Larmor equation again two limiting cases may be considered. The
first case ωL � ωB and hence k → 0 describes the neutron spin in a rapidly varying
magnetic field. The second case ωL � ωB which corresponds to k → ∞ describes
the spin in a slowly varying magnetic field. The results from [126] are used for the
following calculations.

In the first limit k → 0 the field change is so fast that the neutron spin can not respond
if the field magnitude is low enough. Although this corresponds to the non-adiabatic
limit no significant precession of the spin is expected.

In the limit k →∞ the field direction changes slowly which corresponds to an adiabatic
transition as depicted in Fig. 3.2b. In this case it follows for the polarisation

P =

 0
sin(ωBt)
cos(ωBt)

 (3.7)

which corresponds to a rotation of P together with the external field. This means that
ideally the polarisation smoothly follows the field vector with P||B at any moment.
Only if the magnitude of the field would be decreased significantly the assumed limit
would become invalid.

An exact solution of the Larmor equation for the intermediate regime involves a more
tedious calculation as shown e.g. in [126]. Here only the result is given:

P =

 A2
1 + A2

2 cos(Ωt)
−A1 cos(ωBt) sin(Ωt) + A2

1 sin(ωBt) cos(Ωt) + A2
2 sin(ωBt)

A2 cos(ωBt) sin(Ωt)− A2
2 sin(ωBt) cos(Ωt) + A2

1 sin(ωBt)

 (3.8)

where A1 = cos(α) and A2 = sin(α) can be calculated from the relation tan(α) = k

using the adiabaticity k. The effective frequency Ω =
√
ω2
L + ω2

B was introduced. Eq.
3.8 corresponds to a precession of P around the rotating axis of the magnetic field.
There is always a component of the polarisation which is perpendicular to the field
direction. As an example the y-component of the polarisation is now evaluated as a
function of the angle φ = ωBt about which the field direction is rotated in the x-y
plane after the time t. The polarisation is shown in Fig. 3.3a for different values of
the adiabaticity k. For larger values of k the polarisation smoothly follows the field
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direction. Complex behaviour is found for values of k in the intermediate regime. In
Fig. 3.3b the y-component of the polarisation as a function of k is evaluated for a
fixed angle of π/2 about which the field direction is rotated. This corresponds to a
coupling of the polarisation from the initial z-direction into the y-direction. It can be
derived that the adiabaticity k should be larger than 14 in order to keep more than
99 % of the polarisation and larger than 18.5 in order to guide more than 99.5 %
of the polarisation. As can be concluded from the above discussion a neutron spin
that passes a slowly varying magnetic field can effectively be guided into an arbitrary
direction. The adiabaticity parameter k is a useful quantity that should be considered
in an experimental set up for polarisation measurements.
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Figure 3.3.: (a) Calculated y-component of the polarisation as a function of the
angle φ = ωBt about which the field direction is rotated according to Eq. 3.8. The
polarisation is shown for three different values of the adiabaticity k. For low values
of k the behaviour is rather unintuitive. For larger values of k the polarisation can be
effectively guided. (b) Calculated y-component of the polarisation for a fixed angle
φ =90◦ as a function of the adiabaticity k according to Eq. 3.8. As a rule of thumb
the adiabaticity in a corresponding set up should be chosen larger than 14 in order to
keep more than 99 % of the polarisation.

Since the precise coupling of the polarisation of a neutron beam with a finite wavelength
distribution and a finite divergence can hardly be calculated analytically a Monte Carlo
simulation is a convenient way to investigate the behaviour in more detail. As part
of a Bachelor thesis which was supervised during this study (see Ref. [128]) the
magnetic field geometry of the experimental set up was simulated using the software
COMSOL Multiphysics 1 under realistic conditions. The field geometries of polariser,
analyser, guide fields and of the coil pair at the sample position were mapped out
using a Hall probe. The material parameters in COMSOL were tuned to reproduce
the measured values. The fields simulated in COMSOL for the different components

1 http://www.comsol.de
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were in excellent agreement with the measured field components along the neutron
path. The bachelor thesis included an investigation of the effect of different magnetic
field profiles on the neutron polarisation using Monte Carlo simulations. These were
done using the software package McStas 1 which allows to model a virtual neutron
instrument according to the real geometry under varying conditions. A model of
the neutron instrument ANTARES at FRM II including a 2D detector was written
as a basis. The depolarisation set up including all components but the sample was
then implemented. The magnetic field profile resulting from a COMSOL simulation
was saved as an ASCII file containing line by line the space coordinates and the
corresponding three components of the magnetic field in a regular grid format which
can be chosen in COMSOL. The data file was imported in McStas using a custom
written function in C in the McStas instrument file. The function describing the vector
field is used in the instrument file in a standard component from the McStas library
called "field box". As this component requires a continuous function defining the
magnetic vector field the data are interpolated using a spherical spline code yielding
a continuous vector field from the discrete data points. The initial polarisation in
McStas was set to the polariser field direction. The polarisation was analysed in all
three direction by using the standard polarisation detectors available from the McStas
library.

A simple example was chosen to demonstrate the functionality of the program code.
For this demonstration a magnetic field profile similar to that of a part of our real set
up was simulated in COMSOL. Two realistic guide field models rotated by 90 ◦ and
with a distance of 60 cm to each other measured from the centre were used. The
resulting total field profile along the neutron path resembles the adiabatic case shown
in Fig. 3.2b. Under realistic conditions however the magnitude of B smoothly drops
in between the two guide field components. In our simulation the initial polarisation
was set to the initial field direction and was analysed in all three dimensions after
traversing the magnetic field. By varying the neutron wavelength in McStas it was
possible to scan the adiabaticity k. The result of the simulation series was as expected
and is shown in Fig. 3.4. The polarisation measured along the y-axis reaches the value
unity with increasing adiabaticity k which was tuned by increasing wavelength for a
fixed distance of the two guide fields.

Interestingly, the real conditions including a finite beam divergence and a wavelength
distribution ∆λ/λ = 10 % as well a realistic field profile of the guide field as used at
the instrument ANTARES have no significant effect on the coupling of the polarisation.
This can be seen by a comparison with Fig. 3.3b. It is however important to note that
the guide fields have to be strong enough to maintain the polarisation. The inset of
Fig. 3.4 shows our simulated magnetic field profile in both the initial and the final

1 http://www.mcstas.org
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Figure 3.4.: Simulation result for the polarisation as a function of the adiabaticity
parameter k = ωL/ωB as measured after a π/2 rotation of the magnetic field direc-
tion along a path length of 60 cm. The imperfect guiding of the polarisation occurs
for small values of k which for a fixed distance corresponds to smaller wavelengths.
For realistic results a magnetic field profile as shown in the inset was used which is
similar to the guide field profile produced by using two of our static guide field cages
rotated by 90 degree to each other. The dashed vertical lines symbolise the edges of
the guide field cages. This particular arrangement of permanent magnets produces
an outer field which points in the same direction as the inner field but the magnitude
decreases with increasing distance. The arrangement of the two perpendicular guide
fields results in a smooth rotation of the field direction. From a comparison with
the analytical solution given by Eq. 3.8 it can be concluded that neither the finite
wavelength distribution ∆λ/λ = 10 % and the small divergence at the instrument
ANTARES nor the arrangement of the guide fields have a significant effect on the
coupling of the polarisation. Data from [128].

direction which in this case were the y- and x-direction, respectively. The neutron
path was along the z-direction in the simulations. As can be seen in Fig. 3.4 for short
neutron wavelengths and hence small k the transition is non-adiabatic and only a
fraction of the polarisation is guided with the rotating field. For larger k the transition
is increasingly adiabatic and the polarisation is guided well. As a result from this study
the adiabaticity should be larger than 15 in order to expect polarisation losses of less
than 0.5% for the wavelength of 4.13 Å used in the experiments at ANTARES. If
this condition would not be fulfilled for a given part of the set up a significant loss of
polarisation must be expected. In order to optimise a given set up it is required to
either increase the magnitude of the guide fields (i.e. increase the Larmor frequency
ωL = γB) or to vary the distance between the two guide field cages accordingly.
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3.1.1. Effect of a Finite Wavelength Distribution
With an ideally polarised and monochromatic neutron beam the polarisation vector
could be rotated by using non-adiabatic spin-flippers without any loss of polarisation.
In any real instrument the beam is characterised by a finite wavelength distribution.
For example at the instrument ANTARES a neutron velocity selector can be used to
select a wavelength band with ∆λ/λ = 10 % FWHM for λ = 4.13 Å. The crystal
monochromator at the instrument MIRA delivers a resolution of ∆λ/λ = 2 % FWHM
for λ = 4.59 Å. At both instruments a Mezei-type spin-flipper was used in this study
for preparing the spin state right after polarising the beam. The principle of this type of
spin-flipper was described earlier (see Fig. 3.2a). The transition into the perpendicular
flipper field is non-adiabatic. The polarisation for a monochromatic beam can therefore
easily be calculated by

P (λ) = cos(γBτ) = cos(γBαλL) (3.9)

where B is the magnitude of the perpendicular field and τ is the transmission time
given by τ = αλL with α = h/mn = 252.78 µs Å−1m−1 and L being the length
of the field in the beam direction. To calculate α the Planck constant h and the
neutron mass mn was used. In the tuning process of such a spin-flipper the intensity is
measured for different values of the flipper current producing the field B. The resulting
data should fit to a cosine function with the corresponding frequency as in Eq. 3.9.
The value of B at the first minimum φ = γBτ = π is used to achieve a spin-flip.

If a wavelength band of finite width ∆λ (FWHM) is used in an experiment, a certain
degree of depolarisation occurs as the spins of neutrons with different wavelengths fan
out over a certain angular range. A convolution with the wavelength distribution can
be used to incorporate the effect on the polarisation for the spin-flipper:

P (B) =
∞∫
0

P (λ)f(λ,∆λ)dλ (3.10)

For a single wavelength λ0 the distribution f(λ,∆λ) corresponds to a delta-function
δ(λ− λ0) and the result is simplified to Eq. 3.9.

The finite wavelength distribution produced by a velocity selector or a crystal monochro-
mator is well described by a normalised triangular function

f(λ) =


λ−λmin

∆λ(λ0−λmin) if λ0 −∆λ ≤ λ ≤ λ0
λmax−λ

∆λ(λmax−λ0) if λ0 < λ ≤ λ0 + ∆λ
0 otherwise

(3.11)

where λ0 is the centred wavelength with a width of the distribution at half of the
maximum of ∆λ (FWHM). The minimum and the maximum wavelength found in



42 3. Basics Of Neutron Depolarisation Studies

the spectrum are given by λmin = λ0 −∆λ and λmax = λ0 + ∆λ , respectively. The
distribution is illustrated in Fig. 3.5. Although the convolution integral for this function
can be solved, the resulting function has a singularity at B = 0 and is hence rather
unstable in a fitting process using real data.
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Figure 3.5.: The finite wavelength distribution produced by a neutron velocity selec-
tor or a monochromator typically corresponds to a triangular function. For the effect
on the polarisation the approximation as a Gauss function is used. Both distributions
are normalised with respect to the area and have the same width ∆λ at half of the
maximum.

In contrast, the convolution of P (B) with a normalised Gaussian function

f(λ) = 1
σ
√

2π
exp

(
− λ2

2σ2

)
(3.12)

with σ = ∆λ/
√

8 ln(2) can be calculated easily by taking the real part of the Fourier
transform of the Gauss function. A normalised Gauss function approximates the
triangular function reasonably well as can be seen in Fig. 3.5. Realistic values for the
wavelength λ0 = 4 Å and ∆λ/λ = 10 % were used for the illustration.

As an important feature the full width of the distributions at half of the maximum is
similar. When assuming a Gaussian wavelength distribution for Eq. 3.10 the resulting
polarisation reads

P (B) = exp
(
−π

2γ2α2L2B2∆λ2

8 ln(2)

)
cos(γBαλL) (3.13)

which corresponds to a cosine enveloped by another Gauss function. Now, the width of
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the Gauss distribution scales with the inverse width of the wavelength distribution. The
product of these two functions can be fitted easily to experimental data. The effect
of a finite wavelength distribution on the measured polarisation using a Mezei-type
spin-flipper is illustrated in Fig. 3.6 in comparison with the perfectly monochromatic
case.
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Figure 3.6.: Effect of a finite wavelength distribution on the calculated polarisa-
tion for a Mezei-type spin-flipper as described in the text. A Gaussian as well as a
triangular wavelength distribution were used to calculate the polarisation according
to Eq. 3.10. The oscillation of the polarisation is caused by the magnetic field in
the spin-flipper that is perpendicular to the incoming polarisation. For an ideally
monochromatic beam the polarisation is described by a cosine function. The effect
of a finite wavelength distribution ∆λ/λ is manifested in the enveloping function of
the cosine which, under the assumption of a Gauss distribution, is given by Eq. 3.13.
It corresponds to the original cosine multiplied by the Fourier transform of the distri-
bution which in this case is again a Gauss function. For the first oscillations at small
fields B the enveloping Gauss function describes the behaviour for both wavelength
distributions well.

An ideal perpendicular magnetic field in the spin-flipper of length L = 2 cm was
assumed. The above shown wavelength spectrum, centred at 4 Å with ∆λ/λ =
10 %, was used for the calculation. The polarisation is shown as a function of the
perpendicular field B in the spin-flipper. The polarisation vector rotates around the
axis of the field if the magnitude of this field is tuned continuously.

Because of the finite wavelength distribution, the single neutron spins fan out over
a certain angular range depending on the wavelength and hence reduce the total
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polarisation. In Fig. 3.6 the finite wavelength distribution is manifested in the function
enveloping the cosine which in this particular case is a Gaussian function as in Eq. 3.13.

From Eq. 3.13 it can be concluded that such spin-flipper devices are best used for
neutron beams with a rather small wavelength distribution. The effect after one single
spin-flip (i.e. a rotation by an angle π) is negligible for ∆λ/λ = 10% which is the
largest ∆λ/λ used in this study at the instrument ANTARES. These results will be
used later to discuss the performance of the newly designed set up at ANTARES where
a velocity selector has been installed during the course of this study.
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3.2. Neutron Depolarisation in Ferromagnets
In a ferromagnetic domain the ordered moments produce a net flux density per domain.
In free space this field inside a single domain would be closed by an outer stray field
pointing in the opposite direction. The domain structure in a ferromagnet is hence
build in a way to minimise the energy of the stray fields. Without an external field the
domain structure typically forms closed magnetic loops in order to minimise the free
energy. In three dimensions this may lead to obscure domain formations. However,
for simplicity in the following discussion it is assumed that the domain size along one
specific direction through the sample is well described by the average domain length
δ. It is further assumed that the orientations of the magnetic fields of all domains
are distributed randomly when no additional magnetic field is present. The effects of
crystal anisotropy on the magnetisation are hence neglected as well.

Figure 3.7.: Illustration of the depolarisation of a polarised neutron beam due to
transmission through a ferromagnetic domain structure in a sample of thickness d.
An average domain size δ is assumed. The internal magnetic field in each domain is
denoted as Bi. In zero magnetic field the domains are assumed randomly oriented
such that outer stray fields are minimised. Between two subsequent domains a non-
adiabatic transition is assumed. This implies that the average domain wall thickness
is small compared to the domain size. Since the spatial resolution is limited and since
the beam profile shows a certain divergence and wavelength distribution each neutron
takes a different path and experiences a different amount of spin precession. The
averaging of all neutron spins detected leads to a decrease of the polarisation P < 1.
Figure adapted from [58].

Neutrons passing such an arrangement of domains will traverse several volumes of
randomly oriented magnetic fields of the same strength (for homogeneous materials)
which are separated by domain walls. This may lead in two distinct ways to a change
in the polarisation. The neutron beam is always characterised by a certain divergence
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and a wavelength distribution. In addition, the polarisation is detected with a finite
spatial resolution restricted by the size of one detector pixel. As shown in the previous
section a finite wavelength distribution leads to a depolarisation of the beam even in
the case of a non-adiabatic field transition. The divergence and the limited spatial
resolution of the detector lead to an averaging over several different neutron paths
through the sample which results in additional depolarisation.

The first successful description of the transmission of a polarised neutron beam through
a ferromagnetic sample was developed by Halpern and Holstein in 1941 [52, 129].
A mathematical procedure was provided in order to obtain a simple formula for the
polarisation which captures the essential parameters characterising the neutron beam
and the ferromagnetic sample.

In this description the polarisation of a neutron beam with average wavelength λ and
a corresponding neutron velocity v = h/(mnλ) is considered. The time-dependent
evolution of the spin state is described by the solution of the Larmor equation assuming
a constant field B. For the perpendicular component of the neutron spin it follows

Si,⊥(t) = cos(ωit)Si−1,⊥ + sin(ωit)
Bi

Bi

× Si−1,⊥ (3.14)

where ωi = γBi is the Larmor frequency in one domain i with magnetic field Bi. For
simplicity it is assumed that all domains in transmission have the constant average
length δ. For a given neutron wavelength the time τi for a neutron being inside the
domain i can be approximated by τi = δ

v
= αλδ ≡ τ . Furthermore, we assume that

the magnetic field Bi has the same magnitude in each domain, i.e. Bi ≡ B. These
assumptions result in a constant Larmor frequency for each domain as expressed by
ωi = γBi ≡ γB ≡ ω. The solution of the Larmor equation describing the motion of
the spin vector can now be written as:

Si,⊥ = cos(ωτ)Si−1,⊥ + sin(ωτ)B
B
× Si−1,⊥ (3.15)

For further steps a depolarisation operator D̂i is defined which operates on the spin as:

D̂iS = cos(ωτ)(1− p̂i)S + sin(ωτ)Bi

B
× S (3.16)

In the equation above p̂i is a so-called projection operator which equals one if the
spin direction is along the field direction and it equals zero if perpendicular to it.
The operator D̂i hence describes the precession of the spin Si,⊥ experienced during
transmitting the domain with an internal field Bi:

Si = D̂iSi−1 (3.17)

Successive application of D̂ on the vector S then describes the depolarisation of the
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neutron beam after transmission of a series of N randomly oriented domains as follows:

SN = D̂N ..D̂2D̂1S0 =
N∏
i=1

D̂iS0 (3.18)

In order to calculate the depolarisation after passing a series of domains in the sample
the average over the multi product of depolarisation operators needs to be calculated:

SN =
〈

N∏
i=1

D̂i

〉
S0 (3.19)

By assuming a completely random distribution of independent magnetisation vectors
of the domains one may write:〈

N∏
i=1

D̂i

〉
=

N∏
i=1
〈D̂i〉 (3.20)

Following the procedure described in [52] the expectation value of 〈D̂i〉 may now be
simplified to:

〈D̂i〉 = 1
3 + 2

3 cos(ωτ) = 1− 4
3 sin2

(
ωτ

2

)
(3.21)

Please note that the index i is only required to represent the multiple application of
D̂i on the spins. For the further discussion the depolarisation operator can hence
be regarded as a scalar factor. The effect of a successive application of D̂i on the
spin can be further investigated by regarding two distinct cases that eventually occur
in ferromagnetic systems. These cases are discussed separately in the following two
subsections.

3.2.1. Small Spin Rotation per Domain
In the first case considered the internal field per domain B is weak and hence the
Larmor frequency ωL � 2π/τ . As the depolarisation operator was already simplified
to a scalar factor according to Eq. 3.21 this suggests a first-order approximation for
the sine term:

N∏
i=1
〈D̂i〉 =

N∏
i=1

(
1− 4

3 sin2
(
ωτ

2

))
=

N∏
i=1

(
1− 1

3(ωτ)2
)

(3.22)

The multiple product corresponds to taking the power of N which is the total number
of domains traversed in the beam direction. The brackets in the last product can now
be identified as the Taylor expansion of the exponential function. One may write:

N∏
i=1

(
1− 1

3(ωτ)2
)

=
N∏
i=1

(
exp(−1

3ω
2τ 2)

)
= exp(−1

3

N∑
i=1

ω2τ 2) (3.23)
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Inserting the given parameters and assuming that the relation τ 2 = α2λ2dδ holds for
small domain sizes finally yields:

SN = exp
(
−1

3γ
2B2dδα2λ2

)
S0 (3.24)

The formula includes the average domain length δ and the thickness d of the sample
in transmission direction. Furthermore, the wavelength λ and the constant α = mn/h
are used. It should be mentioned again that this is the quantity we measure using the
polarisation of the neutron beam P = 〈S〉 as the ensemble average of neutron spin
states. The temperature-dependence of the polarisation due to the sample is implicitly
included by the magnetic flux density per domain. For a more intuitive interpretation
it is required to insert a model function for the magnetic field B(T ) per domain. We
may use the prediction for the magnetisation M(T ) according to the Ginzburg-Landau
approaches as discussed in Sec. 2.2. For our purpose we use a form such as

M2(T ) = M2
0

(
T − TC
TC

)1/β
(3.25)

which may be derived more generally for the magnetisation. For the magnetisation
it is assumed that B(T ) = µ0M(T ) in order to describe the magnetic field B in
each domain as experienced by the neutron spin. Furthermore, it is assumed that the
average domain size δ is constant with temperature. The exponent β takes different
values according to the underlying model assumptions. For example in the Stoner
model β = 1 while in the spin fluctuation theory a value β = 2 is found for weak
ferromagnets. In real materials the critical exponent varies according to the precise
nature of the underlying magnetic interactions and more often values β < 1 are
observed. Such a behaviour may not be explained by the simple mean-field models
discussed here. Nevertheless, the free parameter β allows an excellent fit to the neutron
data collected in this study.

For temperatures above the Curie temperature TC the magnetisation vanishes and
B = 0. The polarisation of the neutron beam is hence not affected when transmitting
a paramagnetic sample. For temperatures T ≤ TC the internal field per domain
B > 0 increases and a decrease in the polarisation is observed according to Eq. 3.24
with decreasing temperature. The decrease of polarisation due to a ferromagnetic
sample is referred to as depolarisation. In Fig. 3.8 the influence of the parameters
TC and λ and of the magnetic field B(T ) in Eq. 3.24 is demonstrated exemplarily
for a sample of thickness d = 1 mm and an average domain size δ = 10 µm. The
exponent β in Eq. 3.25 is chosen as β=2 to produce Fig. 3.8a,b and Fig. 3.8d. The
exponent β is varied in Fig. 3.8c to demonstrate the influence on the shape of the curve.

The spin fluctuation theory as summarised in Sec. 2.2.2 has shown remarkable
agreement with experiment. One important prediction is the relation between ordered
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Figure 3.8.: Polarisation as a function of temperature to illustrate the influence of
the different parameters used in the model in Sec. 3.2.1 for the case of small spin
rotation per domain. For the variation of the internal magnetisation per domain the
form B2 = B2

0(1− (T/TC)β) was used. (a) The variation of TC for otherwise fixed pa-
rameters shifts the transition but yields the same value for the polarisation at T = 0.
(b) Fixed TC = 10 K but using different wavelengths where the depolarisation is en-
hanced for longer wavelengths. (c) The shape of the curve changes when varying the
critical exponent β used in the expression for B as in Eq. 3.25. Larger exponents pro-
duce a steeper transition at TC if the other parameters are fixed. (d) Assuming the
relation B0 = µ0M = AT

4/3
C as predicted by the spin fluctuation theory described in

Sec. 2.2.2 results in well separated depolarisation curves. Interestingly, the effect of
hydrostatic pressure is also demonstrated by panel (d) as TC is typically proportional
to p− pc where pc is the critical pressure.

moment M0 = AT
4/3
C and the ordering temperature TC . In Fig. 3.8d this relation was

used to demonstrate the effect on the neutron polarisation. Interestingly, the effect
of hydrostatic pressure may then be illustrated by Fig. 3.8d as well as the ordering
temperature TC is predicted to show approximately a linear dependence TC ∝ (p− pc)
on pressure up to the critical pressure pc as summarised in Sec. 2.2.
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3.2.2. Several Spin Rotations per Domain
The behaviour of the neutron polarisation is different if several spin rotations occur
in each ferromagnetic domain. This may be either due to a larger internal field B in
each domain or due to a larger average domain size δ. For this case ωL ≥ 2π/τ and
the averaging procedure used before is not valid. In this limit however ωτ ≥ 2π and
the product of depolarisation matrices reads

N∏
i=1
〈D̂i〉 =

N∏
i=1
〈1− 4

3 sin2
(
ωτ

2

)
〉 =

[
1− 4

3 sin2
(
ωτ

2

)]T/τ
(3.26)

The exponent T/τ is given by the ratio of time-of-flight T = d/v of the neutron
through the sample and the time τ spend in average in one domain. The ratio T/τ
hence corresponds to the average domain count N in transmission direction. For large
ωτ one may now approximate sin2

(
ωτ
2

)
=
(

1√
2

)2
= 1

2 as stated in [52] using the root
mean square value. According to Eq. 3.26 this yields for the spin after traversing N
domains

SN = 3−T/τS0 = 3−d/δS0 =
(1

3

)N
S0 (3.27)

This expression does not depend explicitly on the temperature, but it is obviously only
valid for temperatures close to TC and for T < TC below the Curie temperature. The
result depends only on the average domain size in other words on the average domain
count in transmission direction. From a comparison it may be concluded that the
first scenario considered in Sec. 3.2.1 may apply for rather weak ferromagnets where
the internal field B in each domain is small. The second case considered is expected
to apply if the internal field B per domain is very large. The depolarisation as a
function of temperature would hence correspond to a step function positioned at the
transition temperature TC . In an experiment this would be more realistically modelled
by a Gaussian error function. This function can be regarded as the convolution of
a sharp step function with a Gaussian distribution. The edge of the step function is
thereby smoothed and shows a finite width. A corresponding scenario is discussed in
the following section.

3.2.3. Effect of a Distribution of the Curie Temperature
Even in single-crystalline metallic samples of high quality the crystal lattice may show
imperfections. In the case of less pure samples the lattice spacings may vary over the
entire sample volume which leads to internal stress. In ferromagnetic systems this may
for example lead to a smeared phase transition. The effect of disorder may then be
visualised by a distribution of different Curie temperatures in the sample.

The effect can be incorporated in the theoretical description by using a convolution
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Figure 3.9.: Convolution of the theoretical depolarisation for the two limiting cases
described in Sec. 3.2.1 and 3.2.2 as the ideal case (dark blue) showing a sharp tran-
sition at TC=15 K. The sharp edge at TC gets smoothed over a given temperature
range depending on the width of the distribution ∆TC . Shown in (a) is the case
where the Larmor frequency ωL � 2π/τ in a domain is low and an exponential
dependence is expected according to Eq. 3.24. In (b) the case ωL � 2π/τ is illus-
trated where a constant amount of depolarisation below TC occurs as described by
Eq. 3.27.

of the depolarisation model with a distribution function for TC . For simplicity it
may be assumed that a Gaussian function represents the TC distribution in good
approximation.

P (T ) =
∞∫
0

P (T ′)g(T − T ′)dT ′ (3.28)

where g(T ) = exp(−T 2/2σ2) is a Gaussian function. The standard deviation σ
can be used to evaluate ∆TC , the full width at half maximum (FWHM), by using
∆TC = σ

√
8 ln 2. The convolution can not be solved analytically, however, a numerical

solution is possible and illustrates the behaviour. An according discrete convolution is
then defined by

(P ⊗ g)[t] =
tmax∑

t′=tmin

P [t′] · g[t− t′] (3.29)

where the square brackets indicate that t denotes an item of a list of discrete tempera-
ture values. For the actual data analysis a Python program was written that adapts the
step size in the convolved fit function to an amount where all experimental data can be
binned to without loss of precision. The numerical solution is shown in Fig. 3.9a and
3.9b for both cases of the depolarisation model expressed by Eqs. 3.24 and 3.27. The
case where the internal field per domain is strong shows mainly an effect directly at
the transition temperature where a smoothing occurs. For the second case the sharp
step function is transformed to a Gaussian error function with a certain slope at the
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transition temperature. As mentioned both cases were observed in experiments. The
next chapter describes the experimental requirements to measure the depolarisation.
Furthermore, the laboratory techniques used in this study are described.



4. Experimental Details

The magnetic properties of the weak ferromagnetic systems CePd1-xRhx, ZrZn2 and
Fe1-xCrx were investigated in this study using several different experimental techniques.
Of particular interest are the magnetisation as a function of temperature M(T ) and
as a function of applied fields M(H) since both are directly involved in the theoretical
description of the magnetic state. These properties can be measured using different
experimental techniques and are thereby probed on different time and length scales.
In neutron depolarisation measurements the polarisation contains the magnetisation
per domain as a microscopic property. An averaging is done along the transmission
path through the sample by assuming a constant average domain size as described in
Sec. 3.2. The typical time scale which is probed in transmission through a sample is
of the order of nanoseconds. It is mainly determined by the neutron wavelength and
the dimensions of the ferromagnetic regions in a sample. The typical length scales
which can be probed using this technique is hence of the order of micrometers.

In this study a new set up for neutron depolarisation experiments was developed and
tested which allows to measure the polarisation as a function of temperature and
external magnetic field applied at the sample position. The new set up thereby enables
to measure the depolarisation in a user-friendly way under variation of temperature
and magnetic field. As was also shown in this study the set up is well-suited for the
investigation of samples under hydrostatic pressure by using a clamp pressure cell.

The following section describes the technical details of the preparation and characteri-
sation of the samples that were investigated. In Sec. 4.2 the details of the pressure cell
used in this study and the method to determine the pressure is given. Bulk measure-
ments have been carried out in the laboratories of the institute E21 at TUM. For ZrZn2
the magnetisation was measured using a VSM (Vibrating Sample Magnetometer) from
Oxford Instruments. For the Fe1-xCrx samples the ac-susceptibility and magnetic field
loops were measured using a PPMS (Physical Property Measurement System) from
Quantum Design. The technical details are described in Sec. 4.3. The depolarisation
measurements were done at the research neutron source FRM II. The instruments
ANTARES, MIRA and POLI, where the experiments have been carried out, and the
methods used at each instrument are described in Sec. 4.4.

53
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4.1. Sample Preparation
The CePd1-xRhx samples investigated in this study were prepared and characterised
as described in [64, 65, 107]. Polycrystals were prepared by arc-melting under argon
atmosphere, flipped and remelted several times. The batches were remelted in a
high-frequency levitation crucible and finally annealed for 7 days at 700 ◦C under
vacuum conditions. The Bridgman technique was used to produce single-crystalline
specimen from the polycrystalline ingots using a pulling rate of 3-5 mm/h in tantalum
crucibles. The single-crystals were polished afterwards to remove foreign phases.
The composition was verified using energy dispersive x-ray spectroscopy (EDX). In
addition we have used neutron depolarisation imaging to characterise the metallurgical
homogeneity. The polycrystalline samples used in this study were cut into discs with a
thickness of 1 mm and a diameter of 7-10 mm. The single-crystals were not regularly
but nearly disc-shaped and approximately of the same dimensions.

Single-crystalline samples of ZrZn2 were provided for this study by S. Hayden and
L. Schreurs. The growth process for the sample used by Schreurs et al. and the
characterisation of the crystal quality is described in [130]. This sample is roughly
disc-shaped with 1 mm thickness and 6 mm diameter and was investigated under
ambient pressure. For the measurements on ZrZn2 under pressure the sample from S.
Hayden was used. As described in [131, 132] the ingots for this sample was produced
using a tungsten cell filled under argon atmosphere. The single-crystals were grown out
of the polycrystals using very slow controlled cooling starting just above the melting
point. The sample used in this study was a small cylindrical piece of 2.5 mm diameter
and 3 mm height. It was the same sample and the same pressure cell as used in
previous studies and is well characterised by [70, 71, 133].

A series of eight polycrystalline Fe1-xCrx sample was produced in this study in collabo-
ration with A. Bauer and G. Benka as part of their PhD theses. The raw materials
with a purity of 4N were used and inductively heated in a metal-sealed rod-casting
furnace. From the resulting 8 g weight polycrystalline samples similar discs were cut
from the centre with a diameter of around 8 mm and thickness of 1 mm. The samples
were polished afterwards to remove surface artefacts from the spark-erosion cutting
process. For now the ac-susceptibility and the magnetisation has been measured. The
study at hand includes the first sample characterisation in terms of the metallurgical
homogeneity using neutron depolarisation measurements.
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4.2. Application of Pressure
For the measurements on ZrZn2 hydrostatic pressure was the key parameter for the
series of measurements. For this study a non-magnetic clamp pressure cell made of
Cu:Be (Berylco 25) was used which is depicted in Fig. 4.1 on the left hand side. The
pressure was applied using a non-magnetic Tungsten-carbide stamp with a very low
Nickel content (with a total moment of the order of 4 · 10−10µB). The maximum
pressure achievable with such cells is typically around 20 kbar. In our study on ZrZn2
the cell reached its elastic limit around 19 kbar. The pressure was set using a manual
hydraulic pressure station. A blocking screw was then used to hold the pressure in the
cell. The sample itself is kept in a medium to transmit the pressure. In this case we
have used a methanol-ethanol mixture with a 4:1 ratio. The sample and the pressure
medium are kept in a small Teflon capsule which rests inside the cell.

(a) (b)
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Figure 4.1.: (a) photograph of the Cu:Be clamp cell to apply hydrostatic pressure on
the sample. The cell consists of [a] lock-screw, [b] the cell body and [c] a lock-nut.
The pressure is applied by a tungsten-carbide piston [d] and varied using the screw.
The sample itself is located in a Teflon capsule [f] which is filled with a pressure
medium. Additionally, a small Sn plate is placed at the bottom of the Teflon capsule
which is used to determine the pressure as described in the text. The capsule is
closed by two self-cutting rings [e] when pressure is applied. (b) Neutron radiography
of the mounted pressure cell including the ZrZn2 sample (indicated by the green
arrow). The small Sn plate is located just below the ZrZn2 sample, however due the
low absorption it is barely visible in the radiography. (c) Fit function for the pressure-
dependence of the superconducting Sn transition (see Eq. 4.1), e.g. measured by
resistivity or susceptibility. The fit function is thereby used to determine the applied
pressure on the ZrZn2 sample. The four data points #H1 to #H4 were determined
in this study.

The pressure is first estimated using the analogue manometer of the hydraulic hand
press and later determined accurately using the superconducting transition of a small
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Sn sample additionally located in the bottom of the Teflon capsule. The transition
is clearly visible in the magnetisation which was measured using a Vibrating Sample
Magnetometer described separately in the next section. The superconducting transition
as a function of pressure is known from previous studies and may consequently be
used to determine the pressure in the Cu:Be cell. A reliable fit function for the
superconducting transition temperature of Sn Tsc as a function of pressure p (in kbar)
is given in Ref. [134] by

∆Tsc(p) = Tsc(p)− Tsc(0)
= p · 4.63× 10−2 K/kbar + p2 · 2.16× 10−4 K/kbar2 (4.1)

where Tsc(0) = 3.74 K at ambient pressure. Although small deviations from the
absolute value of Tsc(0) may be possible due to varying Sn sample quality and thermal
coupling it is assumed that the functional dependence will not change significantly. The
relative change ∆Tsc(p) may hence be used as verification for the pressure calibration.
Shown in Fig. 4.1 on the right hand side is the superconducting transition temperature
for Sn as given by Eq. 4.1 and four data points as determined in the study of ZrZn2 .



4.3. Laboratory Techniques 57

4.3. Laboratory Techniques
Bulk measurements were performed in the laboratories of the institute E21 at TUM in
order to complement the neutron data. Specifically, the susceptibility was measured
as a function of temperature for different frequencies and magnetic field histories in
order to probe the static as well as the dynamic behaviour. Magnetic field loops were
recorded in order to investigate hysteresis effects and to determine the saturation
magnetisation.

For the magnetisation measurements on ZrZn2 we have used a Vibrating Sample Mag-
netometer (VSM) from Oxford Instruments. In a VSM the sample is oscillating linearly
(vibrating) along the central axis inside a pick-up coil. The magnetic response of the
sample produces a signal in the pick-up coil. The oscillator is driven by the reference
signal of a lock-in amplifier. The detected signal of the pick-up coils is fed back to
the lock-in amplifier. In this way, magnetic field loops up to 9.0 T can be conducted
along the central axis using a superconducting electromagnet. The VSM covers a
temperature range from T = 2.5 K to 300 K by cooling with liquid 4He. The ZrZn2
sample was placed inside a Cu:Be pressure cell during these measurements. In addition,
a Sn sample was located in the pressure cell. The signature in the magnetisation
was used for the determination of the pressure inside the cell. The magnetisation
measurements were done in collaboration with M. Halder. Further technical details on
the VSM can be found e.g. in [135].

The ac-susceptibility and the magnetisation were measured on Fe1-xCrx using a Phys-
ical Property Measurement System (PPMS) from Quantum Design. For the ac-
susceptibility measurements the sample was fixed at a position between the pick-up
coils. An oscillating field is produced using the reference signal of a lock-in amplifier.
The response of the sample is measured using pick-up coils feeding the lock-in amplifier.
In magnetisation measurements the sample is pulled out of the pick-up coil to generate
a signal. The PPMS covers a temperature range T = 1.6 K to 300 K by cooling
with liquid 4He. Magnetic field loops up to 9.0 T can be measured where the field
is produced using a superconducting electromagnet. Further technical details on the
PPMS can be found e.g. in [136].
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4.4. Neutron Depolarisation Measurements
As discussed in Sec. 3.2 for neutron depolarisation measurements an initially polarised
neutron beam is analysed after transmission through the sample. When passing a
ferromagnetic sample, the domain structure leads to a change in the polarisation
as expressed by Eqs. 3.24 and 3.27. Typically, a decrease in the polarisation is
observed which is referred to as depolarisation. In contrast a purely paramagnetic
sample does not affect the polarisation of the neutron beam in transmission. The
depolarisation technique is sensitive to very small magnetic moments forming a domain
structure. It is hence an ideal technique to track ferromagnetic Quantum Phase
Transitions. As the technique uses neutrons as transmission probe it furthermore
allows to easily vary essential parameters that control the magnetic state of the
sample and are hence particularly important for the desired experiments. In this
study these are the temperature of the sample, an applied magnetic field as well as
hydrostatic pressure on the sample by using pressure cells made of an adequate material.

Neutron depolarisation measurements can be performed at an instrument which is
able to detect the transmitted neutrons and they require a polarisation analysis option.
A sketch of a typical set up was already shown in Fig. 3.1. In order to control the
temperature a cryostat is needed for the sample under investigation. A suitable electro
magnet, e.g. a coil pair in Helmholtz geometry, is required to prepare the magnetic
history of the sample and to investigate the polarisation as a function of magnetic
field. All of these requirements could be met at the instruments MIRA and ANTARES
at FRM II where most of the depolarisation studies were carried out. A feasibility
study was carried out at the instrument POLI using the 3D polarisation analysis option
CryoPAD (see [125, 137–139] and references therein). The wavelength λ and the
wavelength resolution ∆λ/λ together with the maximum polarisation P0 achieved at
the beam lines ANTARES, MIRA and POLI are listed in Tab. 4.1.

λ ∆λ/λ P0 Polarising devices
ANTARES 4.13 Å 10 % 72 % Two V-cavities

MIRA 4.59 Å 2 % 81 % Solid State Bender, V-cavity
POLI 1.4 Å 1.5 % 65 % Two 3He spin filter cells

Table 4.1.: Wavelength λ and wavelength resolution ∆λ/λ used for the polarisation
and analysis at the experiments at the instruments ANTARES, MIRA and POLI. In
addition, the achieved maximum polarisation P0 and the polariser/analyser devices
are listed.

The experiments at ANTARES and MIRA were carried out using a specialised depolari-
sation set up. Several new components were developed for the study at the instrument
ANTARES. At both instruments a magnetic field could be applied to the sample using
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an already bespoken coil pair. In contrast, when using the CryoPAD option at the
instrument POLI, it is required to keep the sample in zero magnetic field. However,
this enables to set and also to analyse the neutron polarisation in an arbitrary direction
and hence to investigate anisotropy effects of the sample.

The technical details for the instruments and in particular the magnetic field geometries
along the neutron path are very different for the experiments done at the instruments
ANTARES and MIRA compared to the instrument POLI. These details are hence
described separately in the next sections.

4.4.1. The Instrument ANTARES at FRM II
ANTARES is a highly flexible neutron imaging instrument. A sketch of the instrument
design is shown in Fig. 4.2. The neutrons are extracted from the cold moderator
which results in a mixed spectrum of cold and thermal neutrons. The standard set up
for neutron imaging (which we use as a collective term for neutron radiography and
neutron tomography) can be compared to that of an optical pinhole camera. The set
up consists, in this order, of the neutron source, a pinhole collimator, possibly a device
to select a certain wavelength band, the sample under investigation and a 2D detector.
The pinhole collimator defines the spatial resolution which is achievable to image the
sample. The experiments for this study at ANTARES were performed in chamber 2
(see Fig. 4.2) where the detector-to-pinhole distance is L=9 m. We have used the
pinhole collimator L/D=800 1 which is available at ANTARES.

A high resolution scintillator/CCD detector with an active area of 150 × 150mm
(2048× 2048 pixels) was used. A theoretical pixel size of 75 µm was thereby achieved
in our experiments, the true spatial resolution resulting from the finite beam collimation
was approximately 150 µm. A wavelength distribution centred at λ = 4.13Å with
∆λ/λ=10 % was provided using a new neutron velocity selector that was installed at
ANTARES during this study.

The neutron depolarisation experiments were done using two different set up options.
The most simple set up for polarised neutron imaging allows to apply a magnetic field
at the sample position only in one direction. It has the advantage of a small distance
between sample and detector which increases the spatial resolution. This set up is
described in Sec. 4.4.1.1. A new set up was developed in this study which has the
enables to measure the depolarisation for complete magnetic field loops. This set up
is described in Sec. 4.4.1.3.

1 The ratio L/D denotes the pinhole-to-sample distance L divided by the pinhole diameter D.
It is hence a measure for the beam divergence and can be used to calculate the sharpness of
the image of a sample edge on the detector.
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Figure 4.2.: CAD illustration of the neutron imaging instrument ANTARES. The
neutron beam is collimated and prepared in the beam formation area in chamber
1. After passing flight tubes filled with 4He gas in order to avoid air scattering the
neutron beam is used for experiments in chamber 2 or chamber 3 depending on
the desired sample environment. The figure was used with kind permission from E.
Calzada.

4.4.1.1. Standard Set Up for Depolarisation Measurements

In neutron depolarisation experiments where a high spatial resolution was desirable,
two 3He neutron spin filter (NSF) cells were used for polarisation and analysis. The 3He
gas was polarised using the MEOP method at a facility at FRM II (details can be found
e.g. in Refs. [125, 140]). Both cells were mounted in magnetic housings to maintain
the polarisation. An additional resonance flipper coil was integrated in the polariser
housing to enable a spin flip of the 3He polarisation which thereby polarises the neutron
beam in the opposite direction. The use of NSF cells comes with advantages especially
for neutron imaging since the beam divergence is not affected by the polarisation
analysis. The analyser will hence not affect the spatial resolution. However, the
technique is also afflicted with some disadvantages since the 3He cells depolarise with
time which complicates the data evaluation. In addition, the polarised 3He is very
sensitive to magnetic stray fields. Therefore, it can hardly be used in experiments where
magnetic fields are applied at the sample position which is located close to the analyser.

In the most simple version of the set up the polarisation is guided using vertical
magnetic fields as illustrated in Fig. 4.3. For our experiments the guide fields were
of the order of B = 2 mT. This basic set up allows to vary the magnetic field at
the sample position parallel to the guide field direction. For several measurements on
CePd1-xRhx we have used an already bespoken coil pair in Helmholtz geometry which
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is able to provide a magnetic field up to 30 mT. An iron yoke was used to reduce outer
stray fields.

z

x

-y

y

P SF G0
G1

CP
G2

A

z

B

Figure 4.3.: Standard components and idealised magnetic field profile in a conven-
tional depolarisation set up including polariser (P), spin-flipper (SF), guide fields (G0,
G1 and G2) and an analyser (A). The sample is located in a coil pair (CP) which can
be used to apply a magnetic field B along the guide field direction at the sample po-
sition. The magnetic guide field always points into the y-direction which requires that
the applied field B points in the same direction as a zero field region would occur
otherwise. The neutrons are counted behind the analyser using a scintillator/CCD
based detector (not shown).

The detection limit of the depolarisation technique with the described set up is esti-
mated as 1% of detectable depolarisation. The limit depends on the exposure time
required for one set of spin-up and spin-down images which is typically between 10 and
60 seconds and it depends on initial polarisation of the neutron beam. The resolution
further depends on the sample thickness and on the strength of the magnetic field
per domain. According to Eq. 3.24 for a typical sample thickness of d = 1 mm a
depolarisation of 1% corresponds to B(T )2δ ≈ 2×10−10 Tm = 200 mT2µm. For a
typical average domain length of 2 µm this corresponds to a magnetic field B = 10 mT.

All measurements were performed using a closed-cycle cryostat from the sample
environment group at FRM II, providing temperatures down to 3.5K. In addition, for
temperatures down to 0.5 K a 3He-insert and down to 50mK a 3He/4He dilution-insert
was used. A photograph of the set up as installed at the instrument ANTARES is
shown in Fig. 4.4.

4.4.1.2. New Depolarisation Set Up for Hysteresis Loops

The above set up is restricted to magnetic fields at the sample position which point
only in one direction. By switching the magnetic field in the electro magnet a zero-field
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Figure 4.4.: First prototype of the depolarisation set up installed at ANTARES. The
neutron beam is collimated in the beam preparation area on the right hand side (not
visible). A 3He NSF cell located in a guide field box is used for polarisation. The
sample is placed in a closed-cycle cryostat which is surrounded by a Helmholtz coil in
order to apply vertical magnetic fields. A second 3He NSF cell is used for polarisation
analysis. The scintillator/CCD based detector allows high-resolution imaging of the
sample properties.

region would occur on the neutron path from the guide field into the coil pair which
causes a depolarisation of the beam. A new set up was designed and constructed in
this study to measure complete field loops P (±B) by circumventing the zero-field
crossing. A solution to avoid the zero-field region was found by introducing additional
horizontal guide fields. The field geometry is shown in Fig. 4.5. This new set up
rotates the polarisation vector adiabatically before and after the electro magnet into
the horizontal plane.

This field geometry allows to apply magnetic fields at the sample which can be parallel
as well as anti-parallel to the vertical direction as depicted in Fig. 4.5 since the
polarisation is always guided in both cases. If the adiabaticity condition is fulfilled
for the spatially rotating guide field the polarisation vector at the sample position
can be considered as always parallel to the applied magnetic field at the sample position.

For the experiments using this set up we have used so-called V-cavities which are
based on polarising supermirrors 1 (as described e.g. in Ref. [123]) to polarise and

1 www.swissneutronics.ch
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Figure 4.5.: Set up to measure complete magnetisation loops using the neutron
depolarisation technique. After the polariser (P) and the spin-flipper (SF), two guide
fields (G0 and G1) rotate the polarisation adiabatically into and out of the field of
the coil pair (CP). A third guide field (G2) is used to turn the polarisation again
adiabatically back into the field direction of the analyser (A). The analysed neutron
beam is detected using a scintillator/CCD based 2D detector (not shown). The
colour-coded band indicates the guide field direction along the neutron path through
the set up. In the upper panel (a) the applied field in the coil pair points upwards
(coloured green), in the lower panel (b) the applied field points downwards (coloured
red).

to analyse the neutron beam. The already bespoken V-cavities were kindly provided
for this study by the instrument scientists of RESEDA and MIRA at FRM II. The
polariser (the V-cavity from RESEDA) contained five V-arrangements side-by-side
that polarise a beam window of 4× 4 cm2 (width × height). The analyser (from the
instrument MIRA) contained three V-shaped arrangements of supermirrors allowing
a beam window of 3 × 5 cm2. Both devices are optimized for cold neutrons which
brought us to select a wavelength of λ = 4.13 Å as a compromise of high polarisation
and high neutron flux. Although ANTARES is specialised for cold neutron imaging the
maximum of the wavelength spectrum is around 2 Å and then decreases for longer
wavelengths.
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Figure 4.6.: The new set up for measuring complete field loops using the depolari-
sation technique. The beam is collimated and a wavelength range is selected before
entering the chamber. The well-defined beam is entering from the reactor side and
is then polarised using a V-cavity (not visible in the picture). The spin-flipper and
a vertical guide field is located in the yellow flight tube. The sample is located in
the cryostat which is surrounded by a Helmholtz coil. The guide field is rotated into
and out of the horizontal plane before and after the Helmholtz coil in order to al-
low both directions (up and down) of the magnetic field to be applied during the
measurements.

Magnetic fields up to B = 250 mT were applied to the sample using an already
bespoken normal-conducting and water-cooled coil pair in Helmholtz geometry as
sketched in Fig. 4.3. The outer magnetic field of the coil pair was closed by an
iron yoke (not shown in the figure) in order to minimize stray fields on the neutron
path. The magnetic field was aligned along the vertical direction which in our set up
corresponds to the y-axis. A picture of the newly designed set up is shown in Fig. 4.6.

4.4.1.3. Neutron Velocity Selector

A mechanical Neutron Velocity Selector (NVS) from EADS ASTRIUM 1 was installed
at the instrument ANTARES during the course of this study. This enabled us to use
solid state polarisation devices such as the supermirror based V-cavities described
above. These polarising devices are typically performing best in a selected wavelength
range. The NVS allows to select an arbitrary wavelength λ with a given wavelength
resolution and hence allows an optimised use of the V-cavities. The mounted and

1 http://www.space-airbusds.com
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shielded NVS at ANTARES is shown in Fig. 4.7a.

(a) (b)

Figure 4.7.: (a) Installation of the new neutron velocity selector at the beam line
ANTARES. A minimum wavelength of λmin = 2.95 Å can be selected by using the
maximum rotator speed of 21.000 rpm. (b) Spin rotation curves for three different
wavelengths λ = 3.65 Å, 4.13 Å and 4.77 Å as set by the velocity selector. The
spin-flipper current driving the field perpendicular to the polarisation was varied to
produce the data. The resulting polarisation was averaged over a detector area of
8 mm by 8 mm and is shown on the right hand side for each wavelength. As can
be seen from the data the polarisation gets enhanced for longer wavelengths. This
is most likely an effect due to the coating of the particular supermirrors used in the
V-cavities.

The NVS is a turbine-like device where a number of twisted blades rotate around
an axis parallel to the neutron beam. The blades of the rotator are coated with a
strongly neutron-absorbing material, in this case 10B. The equidistant blades form
channels for the neutron beam to pass through. The twisting angle of each channel
increases linearly with the path length along the neutron beam. The twisting angle
thereby defines the velocity of a neutron required to pass the NVS. The number of
channels and consequently their width depends only on the number of blades (and
the blade thickness) used for the rotator. A well-defined velocity distribution is hence
produced by choosing the number of blades accordingly. The NVS at ANTARES
possesses 144 blades with a tilting angle of 23.5 deg. This results in a triangular
wavelength resolution of ∆λ/λ =10 % (FWHM). The wavelength can be selected
during an experiment by choosing the corresponding rotation frequency of the rotator.

The given channel width implies that the average wavelength varies spatially across
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the neutron beam cross section which has to be taken into account in experiments
on large samples. A series of measurements was done in order to demonstrate the
performance of the selector and to characterise the spatial wavelength variation. The
set up for depolarisation measurements was used for this purpose. For a demonstration
the intensity was measured for varying the transverse field in the spin-flipper and a
fixed wavelengths. This results in a spin rotation as a function of magnetic field which
is shown in Fig. 4.7b for the wavelengths λ = 3.65 Å, 4.13 Å and 4.77 Å.

The corresponding fit function is in the ideal case a cosine convolved with the known
wavelength distribution provided by the NVS as described in Sec. 3.2.3. As an approx-
imation a Gaussian function may be used to describe the wavelength distribution. By
assuming that the desired wavelength is found at the centre position of the beam one
may calculate the wavelength shift over the beam window at the detector. As can be
seen from the fit in Fig. 4.7 the polarisation gets enhanced for longer wavelengths.
This is most likely connected to the particular Fe:Si coating of the supermirrors which
are used in our V-cavities and to the absorption layers which should stop the reflected
neutrons in the V-cavities. There is a clear wavelength dependence which suggests that
the absorbing layers are slightly too thin for wavelengths below about 4 Å . However,
as the intensity of the wavelength spectrum at FRM II decreases with increasing
wavelength we have decided to use 4.13 Å at ANTARES as a good compromise
between intensity and good polarisation.

The spin rotation curves were measured with higher statistics for the wavelengths 3.65
Å and 4.13 Å. The resulting spatial wavelength distributions are shown in Fig. 4.8. As
expected from the orientation of the NVS a gradient of the wavelength distribution is
observed mainly in the vertical direction. The horizontal variation is due to an interplay
of the small horizontal wavelength gradient produced by the velocity selector and of
the two V-cavities which produce a horizontal pattern in the polarisation due to the
V-arrangement of the supermirrors. The beam window covers approximately one single
V-shape made of two supermirrors. Since we have used a divergence of about 0.7◦ of
the neutron beam at ANTARES, it is clear that such a V-shape produces a horizontal
stripe pattern due to the varying reflectivity. One of these stripes can be identified in
Fig. 4.8a at the horizontal position x = 5 mm.

In most depolarisation measurements this effect is negligible as the samples are typically
very small. For other experiments the effect may even be desired for a fine wavelength
scan realised by scanning the vertical position of a small sample along the wavelength
gradient in the field of view.

4.4.2. The Instrument MIRA at FRM II
MIRA is a multi-purpose beam line which can easily be adapted to many different
configurations. The instrument is located in the neutron guide hall west of FRM II and
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Figure 4.8.: Wavelength distribution at the detector position as produced by the
neutron velocity selector at ANTARES. The data were produced for the two wave-
lengths (a) λ = 3.65 Å and (b) λ = 4.13 Å. An area of 8 mm by 45 mm set by the
beam limiter was covered. The wavelength for each coordinate was extracted from
the corresponding fit of a spin rotation curve (see text) and is represented as colour
map.

provides a cold neutron spectrum. A crystal monochromator (pyrolytic graphite PG
002) was used at MIRA for selecting a wavelength of λ = 4.59Å with a wavelength
distribution ∆λ/λ =2 %.

For this study we have used a four-blade beam limiter as a pinhole approximately
providing L/D=400. A so-called CASCADE detector (see [141, 142]) with an active
area of 200× 200mm (128× 128 pixels) was used yielding a pixel size of 1.56 mm.
The neutron depolarisation set up is described in the following section.

4.4.2.1. Depolarisation Setup For Hysteresis Loops

The components and the magnetic field geometry were similar to that already described
in Sec. 4.4.1.2. However, the prototype of the set up for measuring magnetic field loops
by neutron depolarisation was first tested at the instrument MIRA. The polarisation of
the beam was done using a solid state bender which produces a high polarisation of
P ≥ 95%. A Mezei-type spin-flipper is mounted directly after the polariser in order to
set the polarisation.
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Figure 4.9.: Prototype of the depolarisation set up for measuring complete field
cycles which was installed at the instrument MIRA. After the monochromator (not
visible in the right hand side of the picture) the beam is polarised using a solid state
bender. The polarisation is maintained by magnetic guide fields. The sample is
placed in a cryostat which is surrounded by a Helmholtz coil producing a field in
the vertical direction. The polarisation is rotated adiabatically from the vertical di-
rection into the horizontal plane right before and after the Helmholtz coil to enable
complete field loops without changing the guide field direction. The neutron beam is
analysed using a V-cavity. A CASCADE detector (see [141, 142]) is used to allow the
direct imaging of the sample.

The sample was placed in a standard closed-cycle cryostat surrounded by the already
bespoken water-cooled normal-conducting coil pair in Helmholtz geometry. The coil
pair allowed to apply magnetic fields up to B = 250 mT parallel as well as anti-parallel
to the vertical direction. A V-cavity as already described in Sec. 4.4.1.1 was used to
analyse the polarisation of the neutron beam. A photograph of the set up at MIRA is
shown in Fig. 4.9.

4.4.3. The Instrument POLI at FRM II
A measurement on CePd1-xRhx was done at the instrument POLI at FRM II in order
to investigate the magnetic anisotropy. POLI is a zero-field polarimeter with a 3D
polarisation analysis option based on a CryoPad [125, 137–139]. The basic components
and the geometry of the guide field is sketched in Fig. 4.10.
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Figure 4.10.: Depolarisation set up at the instrument POLI using the CryoPAD zero-
field option. The polariser (P) contains a 3He NSF cell. The polarisation direction is
along the beam direction which corresponds to the z-axis. The polariser is followed
by a nutator (N1) which turns the polarisation adiabatically into the x-y plane. The
angle is set mechanically using a stepper motor. The CryoPAD is surrounded by a
cylindrical outer mu-metal shield (OS) and an inner shield (IS) made of superconduct-
ing niobium. A precession coil (PC1) at the entry window located between the two
shields allows to turn the polarisation set by the first nutator to an arbitrary direction.
The polarisation direction is then maintained in the zero-field chamber (ZFC) inside
the inner shield where the sample is placed. A second precession coil (PC2) at the
exit window again located between the two shields turns the polarisation vector back
into the x-y plane. A second nutator (N2) adiabatically turns the polarisation vector
into the z-direction. The analyser (A) consists of a second NSF cell which analyses in
z-direction.

The neutron beam is polarised and analysed in z-direction using 3He NSF cells located
in longitudinal guide fields. The neutrons is guided through a device called nutator in
which the polarisation direction is changed adiabatically to lie in the x-y plane. The
nutator can be rotated by a stepper motor around the beam axis and thereby allows
to define the angle of the polarisation in the x-y plane. The polarisation vector may
then be rotated into an arbitrary direction in space by a precession coil. In contrast to
the conventional depolarisation set up with a guide field along the neutron path, the
sample environment is shielded by a superconducting Nb cylinder and an additional
mu-metal cylinder. The precession coils are hence located in zero-field regions and no
compensation field is required. As the sample is also located in a zero-field region this
set up does not allow the application of magnetic fields to the sample without affecting
the functionality of the instrument. However, the set up allows to investigate the
directional dependence of the depolarisation caused by a possibly anisotropic domain
structure. After passing the sample in the zero-field region the superconducting Nb
shield is transmitted again and a second precession coil together with a second nutator
is used to define the analysed polarisation direction. The polarisation can hence be
set and analysed in all three dimensions in space before and after interaction with the
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sample. A photograph of the complete set up is shown in Fig. 4.11.

Figure 4.11.: Depolarisation set up at the instrument POLI. Polariser and analyser
contain a 3He NSF cell where the magnetic guide field points along the beam direc-
tion. The nutator uses an adiabatic transition to turn the polarisation into the plane
perpendicular to beam. The angle is set by rotating the nutator mechanically using
a stepper motor. A precession coil in the beam entry window of the CryoPAD case
is used to turn the polarisation into an arbitrary direction. The sample is located in
the zero-field region of the CryoPAD. A second precession coil at the exit window and
another nutator are then used to analyse the polarisation in a particular direction. A
3He counter tube is used as detector.

4.4.4. Data Evaluation
An evaluation tool kit was implemented using the programming language Python
during the course of this study. The tool kit allows to evaluate the 1D detector data
from the instrument POLI as well as the 2D detector data from ANTARES and MIRA.
The evaluation of the 2D detector data is based on calculating the polarisation for
each pixel by

P (x,y) = I↑(x,y)− I↓(x,y)
I↑(x,y) + I↑(x,y) (4.2)
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where the intensity depends on the position (x,y) at the detector. The CASCADE
detector which was used at the instrument MIRA provides the number of neutron
counts and the instrument parameters for each measurement are saved in an additional
log file. The combination allows to evaluate the data as a function of a desired scan
parameter such as magnetic field B or temperature T . The CCD based detector
at ANTARES records the intensity in a dynamic range which is chosen accordingly
to the required exposure time. In addition, the data are saved adding a constant
background in the intensity (for technical reasons which are discussed elsewhere) which
must be subtracted before data evaluation. At ANTARES the instrument parameters
are included in the header information of each image and can therefore directly be
used for data evaluation. For the 1D data measured at the instrument POLI a log
file containing both the number of counts detected as well as the currently scanned
instrument parameter was generated for each measurement. Parsing the log file yields
the corresponding initial and final polarisation direction together with the count values
as a function of the desired scan parameter.

4.4.4.1. Map of the Curie-temperature

If a detector with a high spatial resolution is used in neutron depolarisation mea-
surements the homogeneity of a sample can be investigated. When using a CCD
detector such as used at the instrument ANTARES each pixel represents only a
very small part of the sample. By using longer exposure times the statistics can
be increased until each pixel or at least small pixel group (e.g. using a 2x2 or 4x4
binning) can be evaluated separately. When measuring the polarisation P (T ) as
function of temperature, the corresponding fit function may then be applied to the
polarisation of each pixel individually. For temperature sweeps a fit then gives as a
result the transition temperature TC . By using a conventional radiography of the
sample, i.e. by taking the sum of the polarised intensities Itotal = I↑ + I↓ a mask of
the sample region can be created using a suitable threshold in intensity. The threshold
thereby defines the sample shape. The determined transition temperature TC found
for each pixel can now be saved at the corresponding pixel position in a new 2D
array resulting in a so-called TC-map. The technique is demonstrated in the study
on CePd1-xRhx where the metallurgical homogeneity plays a particular role for the
magnetic properties in the context of QPTs as will be discussed in the following chapter.

The next three chapters may be regarded as independent studies in the context of
QPTs. First in Chap. 5 the system CePd1-xRhx is investigated in which a so-called
Kondo-Cluster-Glass formation takes place when altering the chemical composition.
The role of the metallurgical homogeneity is therefore considered. In Chap. 6 the
itinerant FM ZrZn2 is investigated under application of hydrostatic pressure which
tunes a QPT. In Chap. 7 the FM QPT in the system Fe1-xCrx is investigated which
occurs by diluting the Fe host system with Cr. Chap. 8 gives a global summary of the
scientific results of these studies and of the instrumental developments.





5. Kondo-Cluster-Glass Formation in CePd1-xRhx
The compound CePd1-xRhx is one of the very few ferromagnetic Kondo lattice systems
that have been identified so far. This inspired early studies [143, 63] as the coexistence
of screened magnetic moments due to the Kondo effect and FM order seem to exclude
each other at first sight [41]. CePd1-xRhx undergoes a quantum phase transition as
a function of chemical composition defined by the Rh content x. The substitution
of Pd by Rh content leads to a continuous suppression of the ferromagnetic ordering
temperature. As can be seen from the phase diagram in Fig. 5.1 the ordering
temperature is TC = 6.5 K for the clean system CePd and the lowest measured
transition temperature of 25 mK has been observed at x = 0.87 [144, 107].

The magnetic moment is carried by the cerium 4f electrons. The system features
additional energy scales as compared to transition metal ferromagnets, namely the
Kondo temperature below which a screening of the magnetic moments occurs and the
RKKY interaction which mediates magnetic order through the polarisation of surround-
ing conduction electrons. In Fig. 5.1 the right scale corresponds to the paramagnetic
Pauli temperature | −ΘP | which should compare in magnitude to twice the Kondo
temperature TK as explained e.g. in [69]. Disorder accompanies the substitution of
Pd by Rh as these elements are not iso-electronic which most likely influences the
shape of the phase boundary TC(x) that would be expected for a clean ferromag-
netic system under pressure. The curvature of the phase boundary of CePd1-xRhx
changes sign at x∗ = 0.65 which indicates strong quenched disorder as discussed
in Sec. 2.1. Above x∗ the magnetisation dynamics inferred from ac-susceptibility
measurements change and indicate a glassy state. From the frequency dependence
of the susceptibility it was suggested that the dynamics result from larger clusters of
spins that decay and thereby decrease in size with further increasing the Rh content [65].

Below xv the Kondo temperature is low and ferromagnetic order is favourable. Above
xv, the Kondo temperature is rapidly increasing far above the temperature where
ferromagnetic order is stabilised. However, due to the intrinsic disorder the Kondo
effect plays the important role of inhibiting long range order by screening a fraction
of the magnetic moments. The name Kondo-Cluster-Glass was found by [65] to
compile all observations in one term. For intermediate Rh content x the interplay
of ferromagnetic order and the Kondo effect leads to the formation of ferromagnetic
clusters surrounded by Kondo-screened moments. The clusters decrease in size with
increasing Rh content, thereby transforming the system into a state comparable to
that of a spin-glass. The microscopic details in this pre-critical regime was illustrated

73
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Figure 5.1.: Magnetic phase diagram of CePd1-xRhx showing the ordering tempera-
ture denoted as T ∗C(x) on the left hand scale. T ∗C was determined using magnetisa-
tion M(T ), ac-susceptibility χ′(T ), thermal expansion β(T ) and specific heat C(T )
measurements for varying Rh content x. The right hand scale denotes the absolute
value of the paramagnetic (Pauli) temperature | − ΘP | which is commonly used as
an estimate for the Kondo temperature as described e.g. in [69]. Interestingly, the
value of ΘP is negative even in the FM regime. Three characteristic concentrations
were identified in [107]. At x∗ = 0.65 the curvature of the phase boundary changes
sign. At xv = 0.70 strong valence fluctuations were suggested by a rapid increase
of the Kondo temperature (right scale). At the critical concentration xc = 0.87 the
ferromagnetism is completely suppressed. Figure adapted from [106].

by [69] as in Fig. 5.2.

The temperature decreases in the four panels from (a) to (d). In panel (a) the moments
are not screened and fluctuate as for a normal paramagnetic system. If, as depicted
in panel (b), the temperature falls below the average Kondo temperature TK some
magnetic 4f moments are screened while clusters of unscreened paramagnetic clusters
survive. As depicted in panel (c) below the ordering temperature Tcluster these cluster
order ferromagnetically and the susceptibility is dominated the rather slow dynamics of
entire spin clusters. As illustrated in panel (d) a freezing temperature TC is introduced
where the clusters freeze in a certain constellation that is strongly influenced by the
magnetic field history.

The illustration was proposed for elevated Rh content above x∗ but below xc. It was
further proposed that this picture may in principle remain valid up to xc where the
volume of the ferromagnetic clusters is reduced with further increasing Rh content.
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Figure 5.2.: Illustration of the cluster glass formation with decreasing tempera-
ture from (a) to (d) in CePd1-xRhx for elevated Rh content in the tail region of the
magnetic phase diagram. (a) Paramagnetic state where all 4f moments (large red ar-
rows) are unscreened and thermally fluctuating (indicated by small black arrows). (b)
Cooling below the average Kondo temperature leads to a spatial variation of screened
(grey arrows) and unscreened (red arrows) 4f moments where thermal fluctuation
still affect the single spins. (c) Below a characteristic temperature ferromagnetic
short-range order stabilises in the regions of unscreened moments. These ferromag-
netic clusters are still dynamic on a somewhat slower time scale compared to the
single spins. (d) Below a freezing transition the thermal fluctuations are overcome by
the interaction between the clusters which then lock in a certain constellation. Figure
adapted from [69].

In the CeRh limit the system is assumed non-magnetic in a sense that all magnetic
moments are screened by the Kondo effect. These findings call for further investigation
regarding the length and time scale of the ferromagnetic clusters on the route towards
the critical concentration.

Inspired by first test experiments (see [61]) we have used the neutron depolarisation
technique to investigate the effect of the metallurgical homogeneity on the magnetisa-
tion properties and on the distribution of ordering temperatures TC over the entire
sample volume of a series of CePd1-xRhx crystals. In addition, the mechanism of
the spin cluster freezing for intermediate Rh content was explored using an external
magnetic field. A series of well characterised CePd1-xRhx samples [64, 65, 107] with
different Rh content x = 0.40, 0.60, 0.65 and x = 0.70 was used in this study. A
state-of-the-art overview on the compound and thereby a characterisation of the
samples under investigation is given in the following section. The experimental results
of this study are summarised in the subsequent section.
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5.1. State of the Art
The sample series provided for this study consisted of both polycrystalline samples which
were characterised in [65, 107] and single-crystals which were characterised in [64, 65]
as also described in Sec. 4.1. As was verified by x-ray powder diffraction CePd1-xRhx
shows an orthorhombic CrB crystal structure for all Rh contents x. Increasing x has a
negative volume effect and hence compares to pressure as is shown in Fig. 5.3.

Figure 5.3.: Unit cell volume (left scale) as calculated from x-ray diffraction mea-
surements and 4f electron occupancy (right scale). The inset shows the lattice con-
stants determined for samples in the tail region of the phase diagram. Increasing
x acts linear on the volume and may hence be regarded as chemical pressure. The
characteristic xv = 0.70 was identified where a super-linear drop of the volume ac-
companied by a drop of the 4f occupancy (right scale) is observed. Figure adapted
from [69].

In addition, the 4f occupancy is decreased with increasing x with a similar evolution
as the volume. The drop in the 4f occupancy is accompanied by a pronounced
enhancement of the Kondo temperature as shown already in Fig. 5.1 above xv = 0.70
indicating the onset of strong screening effects. From magnetisation measurements
as in Fig. 5.4 it is observed that the system behaves almost Ising-like for low and
intermediate Rh content where the axis of the magnetisation is the crystallographic
c-axis. Fig. 5.4 shows exemplarily magnetisation loops from samples with Rh content
x = 0.40 and x = 0.60 which is in the intermediate (pre-critical) regime. No hysteresis
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is observed for both concentrations.

Figure 5.4.: Magnetisation loops for the three different crystallographic axes mea-
sured on two single-crystalline samples with x = 0.40 and x = 0.60. The system
behaves almost Ising-like where the easy axis of the magnetisation is along the crys-
tallographic c-axis. The inset for x = 0.60 shows the magnetic anisotropy at T = 10
K visualised by a magnetisation measurement using a sample rotator. The maximum
is found if the probed field direction is parallel and anti-parallel to the easy axis of
the magnetisation. Figures adapted from Ref. [64]

Although the system is non-magnetic in the CeRh limit the inverse magnetisation
(the dc susceptibility) is enhanced for T → 0 above the critical concentration xc =
0.87 where the lowest transition temperature T = 27 mK was observed. The ac-
susceptibility shows a pronounced peak at the transition temperature as shown in Fig.
5.5 with a similar shape for both polycrystalline and single-crystalline samples [69]. The
frequency dependence of the ac-susceptibility is shown in Fig. 5.5 in the lower inset.
As explained by [65] the frequency shift is characteristic for ferromagnetic spin-glasses
and suggests the existence of large ferromagnetic clusters with slow dynamics at low
temperatures.

The specific heat initially shows a sharp lambda-shaped anomaly at the phase transition
for small Rh content which transforms into a logarithmic temperature dependence
without a distinct peak at the critical concentration xc = 0.87. The peak position
in the specific heat is found in good agreement with the transition temperature de-
termined from other thermodynamic properties. The temperature dependence finally
changes to power law behaviour for large Rh contents above xc. From the specific
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Figure 5.5.: Frequency-dependence of the ac-susceptibility χac from a single-
crystalline sample with x = 0.80 measured along the crystallographic c-axis. With
increasing frequency a shift of the maximum is observed. The inset shows the mag-
netic field dependence of χac(T ). Small external fields smoothly suppress the sharp
peak. Both observations are typically interpreted as a spin-freezing effect on a certain
time scale below the transition temperature. Figure adapted from Ref. [69]

heat data [63] have extracted the fraction of magnetic moments that are screened
by the Kondo effect and found that above the critical concentration more than 90%
of the moments are screened and can therefore not contribute to the FM properties.
However, a certain amount of unscreened moments survives up to high Rh content
which may still allow for FM correlations.

As reported by [66] power law behaviour may not only be identified in the specific heat
but also in the susceptibility and the magnetisation above xc. This was attributed to
the coexistence of ferromagnetic order and highly (Kondo) hybridised quasi-particles.
As an argument for such a coexistence the inhomogeneous distribution of magnetic
coupling constants and Kondo temperatures over the sample was considered. The
logarithmic C/T dependence just below xc could be explained by conventional QCP
scenarios [11, 145]. However, as noticed the Grueneisen ratio does not diverge when
approaching the nominal critical point (see Ref. [69]) which invalidates these scenarios
at first sight. The Sommerfeld ratio is large in the paramagnetic regime for large x
indicating strong correlation effects. However, neither in the ferromagnetic nor in the
Kondo-screened regime conventional ρ(T ) ∝ T 2 Fermi liquid behaviour was observed
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[65, 146]. From these findings disorder seems a most important effect which effectively
leads to a distribution of relevant energy scales in the material. In some cases this may
allow the coexistence of different phases that are spatially distributed in a material.
The observed power laws in the specific heat and in the magnetisation may then be
attributed as in [66] to an emerging quantum Griffith phase (see [147–149]) above the
ferromagnetic tail region of the phase diagram at T = 0. In this scenario the existence
of FM clusters which are often referred to as rare regions is considered. Different
rare region models (see [41, 149–151]) were discussed in the context of the properties
observed for CePd1-xRhx in [65].

As one of the key questions concerns the precise manifestation of disorder and how the
corresponding length scales and transition temperatures evolve in the system the met-
allurgical homogeneity was investigated in this study using the neutron depolarisation
technique on a series of samples. The following section summarises the experimental
results from the neutron depolarisation measurements. An interpretation of our data in
the context of the known results from other studies is given in the subsequent section.
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5.2. Experimental Results
As the magnetic ordering temperature varies strongly with the chemical composition,
a spatially resolved map of ordering temperatures over the sample can be used to
determine the metallurgical homogeneity. To generate the desired TC maps for the
samples under investigation the polarisation was measured as a function of temperature
and afterwards fitted pixel-wise to the models discussed in Sec. 3.2. Exemplary
depolarisation data with the corresponding fit function are shown in Fig. 5.6. The
data have been fitted to Eq. 3.27 where as a result the ordering temperature TC and
the value of the product B2

0δ is found.
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Figure 5.6.: Exemplary depolarisation data of the CePd1-xRhx samples with Rh
content x = 0.40, x = 0.60 and x = 0.65 as function of temperature without
an external field B = 0. The data were produced by evaluating a 4x4 pixel group
(corresponding to 300x300 µm2) at an arbitrary position within each of the samples.
The exponential temperature-dependence of the depolarisation as described by Eq.
3.27 was used to fit the data. The fit parameters are the ordering temperature TC
and the value of the product B2

0δ. Inserting a known value for the field B0 allows to
estimate the average domain size δ probed in transmission direction of the neutron
beam. The values of B0 were estimated from magnetisation measurements by B0 =
µ0M(T → 0) in [69] and set as fixed parameter for the corresponding fit. The
domain size δ is hence a result of the fit.

As discussed in Sec. 3.2 the field B0 is the averaged magnetic field in each ferromagnetic
domain and δ is the average domain size probed in the direction of the neutron
beam.From Fig. 5.6 a first result may be noted. According to the estimated values of
B0 the data suggest that the average size δ of the ferromagnetic domains decreases
with increasing Rh concentration x. It should also be noted however that this is only
a rough estimate of B0 and consequently of δ which is solely due to the number of



5.2. Experimental Results 81

approximations that are included in the model. However, the ordering temperature TC
is also determined from the fit and may be regarded as more accurate.
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Figure 5.7.: Left column: TC maps of the CePd1-xRhx samples with Rh content
(a) x = 0.40, (b) x = 0.60 and (c) x = 0.65 generated from temperature scans
without an external field B = 0. The gradient colour bar beside each map decodes
the transition temperature TC . Right column: The histogram beside each map illus-
trates the corresponding distribution ∆TC (FWHM) of the transition temperatures as
determined by the fitting procedure described in Sec. 4.4.4.1.

The TC maps that were derived from the measurements on the samples with Rh
content x = 0.40, x = 0.60 and x = 0.65 are shown in Fig. 5.7. A small magnetic
field of B = 0.5 mT was applied during the corresponding temperature scans to guide
the neutron polarisation. For the sample with x = 0.70 the depolarisation effect in
such a small field was too low to allow for a meaningful fit. Further measurements
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using different magnetic field histories are already planned. The histograms show the
distribution of the ordering temperature over the sample. The colour coding represents
the corresponding transition temperature.

The transition temperature of all samples varies over a very small range. As can be
seen from the histograms the width of the distribution of transition temperatures
∆TC (FWHM) increases from x = 0.40 to x = 0.65 while TC decreases. It should
be noted that the samples with x = 0.40 and x = 0.65 are nominal single-crystals
while the sample with x = 0.60 is polycrystalline. Nevertheless, the data suggest that
the inhomogeneity in the samples increases in terms of the distribution of transition
temperatures ∆TC . At the same time the typical size of the ferromagnetic domains
decreases with increasing x as discussed above for Fig. 5.6.

For all of the samples the effect of field-cooling was investigated. Fig. 5.8 shows the
depolarisation data measured for the samples with x = 0.40, x = 0.60 and x = 0.65,
where different magnetic field histories were applied before measuring. The samples
were heated and thereby measured in the same magnetic field as they were cooled
down which is abbreviated as fc-fh (field cooled - field heated). Data were recorded
for three different applied fields of B = 7.5 mT, B = 15 mT and B = 22.5 mT. For
comparison a zero-field measurement abbreviated as zfc-zfh (zero field cooled - zero
field heated) was performed, which is also shown in Fig. 5.8 for each sample.

The applied magnetic fields lead only to a small enhancement of the depolarisation
for the sample with x = 0.40. This sample shows typical behaviour expected of a
ferromagnet in the multi-domain state in zero or weak magnetic field. The averaged
spontaneous magnetisation per domain stabilises at the transition temperature TC ,
saturates fast and remains constant for T → 0. Different fields affect the depolarisation
only slightly.

In contrast, for the sample with x = 0.60 and x = 0.65 the small field of 7.5 mT
enhances the depolarisation remarkably. In the sample with x = 0.65 the depolarisation
nearly vanishes after zero-field-cooling. This suggests that for this concentration the
long-range order is virtually suppressed in zero field. However, a small external mag-
netic field B = 7.5 mT drastically increases the depolarisation and further increasing
the field in this range still enhances the signature. This indicates a form of FM order
which stabilises at very small critical fields.

Additional depolarisation measurements were done on zero-field-cooled (zfc) as well
as field-cooled (fc) samples during field-heating (fh). Fig. 5.9 shows depolarisation
data from zfc-fh and zfc-zfh measurements on the four CePd1-xRhx samples with
Rh concentrations x = 0.40, x = 0.60, x = 0.65 and x = 0.70, that were under
investigation.
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Figure 5.8.: Depolarisation measured as a function of temperature extracted from
zfc-zfh and fc-fh data of CePd1-xRhx samples with Rh content x = 0.40, x = 0.60
and x = 0.65. The curves have been extracted from a 8x8 pixel region centred in
each sample. Three data sets were recorded using different external magnetic fields
B = 7.5 mT, B = 15 mT and B = 22.5 mT for field-cooling, respectively. For
comparison a zero-field measurement was done. As can be seen from the data the
depolarisation increases with increasing external field B||P parallel to the polarisation
while the transition smears out. The arrows indicate the position of TC as determined
from the zero-field data.

The measurements on the sample with x = 0.40 suggest the onset of a slowly developing
spin-freezing transition of the magnetic configuration under zero-field-cooling. This
smooth transition from the zfc state to the fc state occurs at the temperature denoted
as TF in Fig. 5.9. The shape of the zfc-zfh curve changes for the sample with x =
0.60. However, the shape of the fc-fh data is essentially unchanged. The zfc-fh data
now clearly expose the broad transition around TF . If a small magnetic field of 7.5 mT
is applied after zero-field-cooling the depolarisation remains nearly constant. Increasing
the temperature restores the depolarisation as measured under fc-fh conditions with
the same applied field of 7.5 mT.

The sample with x = 0.65 shows similar behaviour under fc conditions although the
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Figure 5.9.: Comparison of zfc-zfh and zfc-fh data recorded from CePd1-xRhx sam-
ples with Rh concentrations x = 0.40, x = 0.60, x = 0.65 and x = 0.70, respectively.
The samples were cooled down in zero applied field. For the zfc-fh measurements a
field of 7.5 mT was then applied at the lowest temperature. The FM ordering tem-
perature TC is indicated by arrows. The signature of a cluster glass formation is
associated with the decrease of depolarisation below the splitting of the curves. This
transition is indicated by the arrows at TF and may be interpreted as a spin-freezing
effect. The ferromagnetic behaviour of the field-cooled state is only observed in a
small temperature window for larger Rh concentrations.
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freezing transition at TF now appears sharper. Interestingly, the signature under zfc
conditions is already very small compared to the lower concentrations. Finally, for
the sample with x = 0.70 the depolarisation vanishes after zero-field-cooling and
essentially does not change even if a small external field B = 7.5 mT is applied.
Interestingly, when increasing the temperature the ferromagnetic behaviour is still
re-entrant in a finite temperature interval. The freezing transition at TF is again
somewhat broadened compared to x = 0.65. At the slightly higher transition temper-
ature TC the system transforms to the paramagnetic state where the depolarisation
vanishes. The ordering temperature TC was extracted from the data by fitting. The
temperatures TF of the presumed spin-freezing transition were estimated from the
zfc-fh data. We have determined TF by using the value where the curvature (the
second derivative) changes sign. The extracted temperatures will be used to generate
a revised phase diagram which will be shown in the next section enclosing the discussion.

For the single-crystals with a Rh content x = 0.40 and x = 0.60 strong magnetic
anisotropy was observed in magnetisation measurements as shown in Fig. 5.4 for
x = 0.40 which was discussed in the previous section. For a direct comparison a
measurement of the anisotropy of the depolarisation was performed at the instrument
POLI at FRM II using the 3D polarisation analysis set up option CryoPAD discussed
in Sec. 4.4.3.

The sample was oriented such that the crystallographic a-c plane was in the plane
perpendicular to the neutron beam which is the x-y plane in polarisation coordinates.
Fig. 5.10 shows an illustration of the coordinate system.
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Figure 5.10.: Coordinate system of the neutron polarisation showing the crystallo-
graphic a- and c-axis of the CePd1-xRhx sample with Rh concentration x = 0.40 as
determined by Laue diffraction. The crystallographic a- and c-axis of the sample lie in
the x-y plane perpendicular to the neutron beam. The b-axis points roughly along the
z-direction. The CryoPAD device at the instrument POLI allows to set and to analyse
the polarisation in an arbitrary direction defined by then angles Θ in the x-y plane
and χ in the y-z plane.

The magnetic easy axis of the system is the crystallographic c-axis and hence lies in
this plane. The y-axis of the set up is the vertical axis while the x-axis is horizontal in
real space.
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The instrument POLI allows to continuously scan both angles Θ and χ which hence
define polar coordinates for the neutron polarisation vector. The angle Θ is measured
clock-wise in the x-y plane where Θ = 0 corresponds to the y-direction. The angle
χ is measured in the y-z plane starting also at χ = 0 in the y-direction. For the
measurements we have set and analysed the polarisation always in the same direction,
in order to expose the depolarisation effect. Therefore, both nutator angles Θ and
both angles χ set by the precession coils have always the same value, respectively.
Measurements were so far only done for the single-crystalline sample with x = 0.40.
The angular scans of the polarisation are shown in Fig. 5.11a and 5.11b. Both scans
show that the polarisation is constant above TC as expected for the paramagnetic
sample. Below the transition temperature however a sinusoidal variation is observed.
The variation in χ is much smaller than the variation in Θ which resembles the fact
that the easy axis of the magnetisation is almost out of this particular plane.
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Figure 5.11.: Anisotropic behaviour of the depolarisation for a single-crystal of
CePd1-xRhx with Rh concentration x = 0.40. For the measurements shown in (a)
and (b) the angles Θ and χ have been scanned separately. The polarisation was
thereby always set and analysed in the same direction. (a) The angle Θ lies in the
crystallographic a-c plane of the sample which is almost perpendicular to the neutron
beam. As can be seen from small phase shift in the oscillation the easy axis of the
magnetisation is rotated roughly by an angle of 55◦ from the x-axis. (b) The angle χ
defines the angle of the polarisation in the y-z plane where χ = 90◦ corresponds to
the beam direction and roughly to the crystallographic b-axis of the sample.

In the angular scan of χ there is also a small oscillation which indicates that the sample
surface (i.e. the crystallographic a-c plane) was not oriented perfectly perpendicular
to the neutron beam. This is however not surprising as a 1D detector was used
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to record the data 1. Two well-defined minima and maxima are observed during a
complete angular scan of the polarisation vector. The maxima correspond to the case
where the easy axis of the magnetisation (in this case the crystallographic c-axis) is
almost parallel or anti-parallel to the polarisation vector. The minima correspond to a
maximum in depolarisation where the polarisation vector is almost perpendicular to
the preferred magnetisation axis.

An interpretation of our data and the conclusions are given in the next section.

1 Compared to the case of a 2D imaging detector where the sample shape can be observed
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5.3. Formation of Ferromagnetic Clusters
The fact that a signature in neutron depolarisation measurements is visible strongly
suggests the existence of ferromagnetic volumes inside the sample. We have traced a
signature so far up to a Rh concentration x = 0.70 using the depolarisation technique,
thereby verifying the ferromagnetic nature of the ground state even at this large value
of x. As suggested from the TC maps the distribution of the ordering temperature
varies only slightly over the samples with a rather sharp defined transition temperature.
However, the depolarisation in zero magnetic field vanishes for x ≥ 0.65 while small
fields still recover the depolarising effect. The state after cooling a sample in this
regime of x in zero field may be considered as an ensemble of small clusters which show
FM order on a short length scale below our resolution limit as discussed in Sec. 4.4
(i.e. without significantly increasing the measurement times). The behaviour of the
samples is clarified in Fig. 5.12a which shows the product B2

0δ of the squared average
field per domain B0 and the average domain size δ as a function of the external field
B = µ0H. Fig. 5.12b shows B2

0δ as a function of Rh content x.

As can be concluded from Fig. 5.12a very weak magnetic fields enhance the depolarising
effect significantly. We suggest that the orientation of neighbouring ferromagnetic
clusters gets more aligned by the external field, thereby effectively leading to larger
ferromagnetic clusters that depolarise the neutron beam. Another possibility would
be that the Kondo screened moments directly surrounding the ferromagnetic clusters
are reactivated (unscreened) to take part in the FM order. However, as the average
Kondo temperature in this regime was reported to be an order of magnitude larger in
[107], i.e. kBTK ≈ kBΘP � T , the effect of destroying Kondo hybrid states which
then contribute to the ferromagnetism and essentially increase the cluster size is more
unlikely. From Fig. 5.12b it can be seen that the signature after zero-field-cooling
vanishes at x = 0.70 which implies that B2

0δ → 0. However, after field-cooling in a
small field B = 7.5 mT the FM behaviour persists up to larger values of x. The slope
suggests to intersect at B2

0δ = 0 close to the CeRh limit x→ 1.

The temperature scans from this study were fitted to the model discussed in Sec.
3.2 and the corresponding temperatures found were combined with data from [69]
to generate a new phase diagram. As can be seen in the revised phase diagram in
Fig. 5.13 the ferromagnetic ordering temperatures found from this study are in very
good agreement with earlier measurements. However, an additional freezing transition
well below TC for x > 0.4 was observed which we ascribe to the freezing of the
ferromagnetic clusters in a random constellation in zero magnetic field.

In agreement with earlier studies it was observed that the ferromagnetism in CePd1-xRhx
is suppressed in a continuous way with increasing x. For the sample with a low Rh
concentration of x = 0.40 we observe a nearly constant amount of depolarisation below
the ferromagnetic transition which resembles a magnetisation measurement at low
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Figure 5.12.: (a) Product B2
0δ of average flux density per domain B0 in the T → 0

limit and average domain length δ in transmission direction as a function of external
magnetic field B = µ0H. The behaviour is monotonic, however with increasing Rh
content x the initial value at zero applied field vanishes for x > 0.65. (b) The prod-
uct B2

0δ shown as function of Rh concentration x derived from zero-field measure-
ments and under an applied field B =7.5 mT for each concentration. The signature
after zero-field-cooling vanishes at x = 0.70 which implies that B2

0δ → 0.

magnetic fields and consequently in the multi-domain state of the sample. The sample
is hence clearly ferromagnetic on length scales in the micrometer range as suggested
by the depolarisation measurements. For larger Rh concentrations x a smoothly
developing onset of a splitting of the fc-fh and zfc-fh depolarisation curves which is
reminiscent of spin-glass behaviour is observed. Since disorder in this concentration
range presumably leads to a distribution of Kondo temperatures it was already pro-
posed that ferromagnetic clusters survive in a surrounding of Kondo-screened moments.
These clusters may thereby interact weakly presumably through RKKY or dipolar
interactions. It would hence be interesting to investigate the corresponding energy
scales theoretically and experimentally for a comparison.

The random distribution of clusters suggests frustration effects between the clusters
and a freezing temperature is thereby introduced where the cluster dynamics slow
down significantly. At lowest temperatures the clusters freeze in a random constellation
in zero field. Our measurements strongly support these considerations and allow the
conclusion that for larger Rh content a state comparable to a superparamagnet is
realised in CePd1-xRhx under zero-field-cooling which transforms to a ferromagnetic
cluster glass in small applied fields. The magnetic field may in this case slow down
the dynamics of the ferromagnetic clusters that survived which are then static (slow)
enough to depolarise the neutron beam.

In Fig. 5.14 we try to give an illustration of the microscopic behaviour under zero-field-
cooled (left column) and field-cooled conditions (right column). The Rh content x is
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Figure 5.13.: Magnetic phase diagram of the ferromagnetic Kondo system
CePd1-xRhx showing the ordering temperature TC(x) as a function of the Rh con-
centration x. Data from [69] were reused which include TC as determined from
susceptibility, magnetisation, specific heat and thermal expansion (right hand leg-
end). The temperatures determined in this study from the signature in the neutron
polarisation P (T ) are in good agreement (left hand legend). While ferromagnetism
is suppressed continuously, a ferromagnetic cluster glass forms before reaching the
quantum critical point. A temperature TF where the clusters freeze in a random con-
stellation was identified in this study. The curvature of the phase boundary changes
sign at x = 0.65 which indicates the presence of disorder in the system leading to a
distribution of characteristic temperatures. In the tail region of the phase boundary
TC(x) a spin-glass state is formed from the ferromagnetic cluster glass before the
non-magnetic state is reached in the CeRh limit.

assumed to increase in Fig. 5.14 from top to bottom. According to the depolarisation
measurements it is assumed that ferromagnetic regions exist under zero-field-cooling
for elevated Rh concentrations up to x = 0.65. In the regime of lower values of x the
sample may be viewed on a microscopic scale like a normal ferromagnet (with some
impurities) as illustrated in panels (a) and (e). Here the domain walls are assumed to
be rather narrow compared to the domain size.
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zero-field-cooled B = 0 field-cooled B > 0
(a) (e)

(b) (f)

(c) (g)

(d) (h)

Figure 5.14.: Illustration of the cluster-glass formation in CePd1-xRhx with increas-
ing the Rh content x from top to bottom. The left column, i.e. panels (a) to (d),
corresponds to the case where the sample has been cooled in zero external magnetic
field B = 0 (zfc). The right column with the panels (e) to (h) illustrate the state
after field-cooling with B > 0 (fc). The upper most row shows the behaviour of a
normal ferromagnet after zfc and fc, respectively. With increasing x the ferromag-
netic domains decrease in size and disconnect from each other in a surrounding of
screened magnetic moments due to the Kondo effect. In the fc state the average size
of the increasingly independent ferromagnetic clusters is increased.
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For moderate Rh content the ferromagnetic clusters decrease in size and disconnect
from each other due to the surrounding moments which are screened due to the Kondo
effect. The behaviour is shown in the panels (b) and (f). Further increasing x leads to
a further decrease of the cluster size while at the same time the distribution of cluster
volumes broadens as illustrated in panels (c) and (g). This effect may be particularly
due to the intrinsic disorder in the elevated range of x which is assumed to be present
mostly on a microscopic scale. Further increasing x leads to the formation of small
clusters of only a few spins while the magnetic interaction between the distant clusters
essentially vanishes. The panels (d) and (h) illustrate the proposed behaviour.

It is interesting to note that long-range interactions between the spin clusters could
modify the dynamics of the system and may introduce an additional freezing tempera-
ture TF below the ordering temperature TC . It may be assumed that at TC the FM
order in each cluster stabilises. However, the entire clusters are still able to fluctuate
on a slower time scale. This resembles virtually a superparamagnet where long-range
interactions between the entire clusters are overcome by thermal fluctuations. Below
TF however the interactions between the clusters overcome the thermal fluctuations,
as a consequence the dynamics slow down rapidly below TF . Since each cluster
orders ferromagnetic at an individual temperature depending on the cluster size, the
ordering temperature TC as well as the freezing temperature TF of the system follow
a distribution around their respective average values.

Further studies are required to characterise in particular the tail region of the system
CePd1-xRhx in more detail. Additional depolarisation measurements on samples with
elevated Rh concentration x > 0.65 are planned to investigate the field-dependence of
the depolarisation. Small angle neutron scattering measurements may be used in order
to identify the typical length scale of the ferromagnetic clusters. Further measurements
of the spin dynamics using for example neutron spin-echo techniques may be used to
investigate the time scales on which the ferromagnetic clusters exist.

The next chapter represents a study of the quantum phase transition in a clean system,
the itinerant d-electron ferromagnet ZrZn2, which is tuned by hydrostatic pressure.
Disorder effects such as the formation of ferromagnetic clusters that are possibly
characteristic for CePd1-xRhx are therefore not expected to occur in ZrZn2 at first
sight.



6. Itinerant Ferromagnetism in ZrZn2 under
Pressure

The binary compound ZrZn2 may be considered as one of the archetypal weak itinerant
ferromagnets. The first study on the ferromagnetic properties of ZrZn2 was done
by [152] who were also interested in the fact that both pure Zr and pure Zn get
superconducting at low temperatures and the compound does not. For the magnetism
the situation is just the opposite - only the compound is ferromagnetic while the pure
elements are not magnetic. In subsequent studies it was observed that the application
of hydrostatic pressure on ZrZn2 leads to a continuous suppression of the ferromagnetic
ordering temperature [153–155] to T = 0 which was in agreement with theory by
this time [156]. However, although the ferromagnetic phase diagram as a function of
pressure seemed qualitatively understood the quantitative predictions failed by orders
of magnitude. This motivated several further theoretical and experimental studies
[157–160, 117, 161].

Among early theories the Stoner-Wohlfarth model was found to describe the low-
temperature and low-pressure magnetic behaviour of ZrZn2 reasonably well. In these
studies the qualitative behaviour was very similar, however, the set of parameters
varied strongly for studies on different samples. From a more recent point of view it
is now important to notice that the crystals produced at that time are not supposed
to match the sample quality achieved nowadays [80, 70, 132] and varied significantly.
Although ZrZn2 in its magnetic properties was originally one of the model systems for
Stoner theory the discrepancy between experiment and theory grew with increasing
sample quality. For clean samples and high pressure the predicted second-order nature
of the quantum phase transition was not observed and instead a first-order transition
was found. Furthermore, a line of meta-magnetic transitions was identified in clean
samples above a critical pressure referred to as tri-critical point. A phase diagram
including these transitions is shown in Fig. 6.1 which is taken from Ref. [74]. The
phase diagram was derived from ac-susceptibility data.

Interestingly, more recent theoretical approaches (see [42]) predict such a type of
phase diagram generically for itinerant electron ferromagnets as already discussed in
Sec. 2.1. Most thermodynamic properties of ZrZn2 may be described well in this
framework. However, to complicate the puzzle again two peculiar types of non-Fermi
liquid behaviour are found at low temperatures for the electrical resistivity below and
above the critical pressure. In particular the temperature dependence above the critical

93
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pressure is not compliant with any of the mentioned theories. There is indication that
the unusual resistivity may be the result of partial order which exists well above the
tri-critical point. However, the typical length and time scale of this form of order is
yet unclear.

Figure 6.1.: Magnetic phase diagram of the itinerant ferromagnet ZrZn2 showing
the temperature versus pressure and external magnetic field as inferred from ac-
susceptibility measurements. A line of second-order transitions at the temperature
TC(p) is found for pressures p below the tri-critical point TCP at pc =16.5 kbar.
Above pc meta-magnetic wings of first-order transitions indicated by the transition
temperature Tcp(p,B) are observed as a function of external magnetic field B and
pressure. The upper right inset shows a detail of Tcp(p). The meta-magnetic lines
terminate at so-called called multiple quantum-critical points (MQCP) at 23.5 kbar
and T = 0 at finite field B = 250 mT. The real part of the ac-susceptibility is visu-
alised as colour plot in the base plane. The enhanced susceptibility above 23.5 kbar
was associated with a quantum critical line (QCL) of so-called Lifshitz transitions
which extends the line of first-order transitions in the T = 0 plane. Figure from [74]
were further details can be obtained.

The magnetic phase transition in the critical regime and above the tri-critical point is
under investigation in this study. We have used neutron depolarisation measurements
in order to investigate the nature of the magnetic order with increasing hydrostatic
pressure on the sample. As discussed in Sec. 3.2 the depolarisation technique is
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particularly sensitive to the existence of small ferromagnetic domains or clusters and
allows measurements under very small applied magnetic fields. It is hence a very
useful probe to track the phase boundary TC(p) and to unambiguously verify the
ferromagnetic nature of the underlying phase.
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6.1. State of the Art
ZrZn2 crystallises in a cubic C15 Laves phase with a lattice constant of 7.39 Å at
ambient pressure. The Curie temperature in clean samples is found at 28.5 K with a
small ordered moment of µs = 0.17µB. The effective moment µeff derived from the
high-temperature susceptibility is about a factor of 11 larger than µs (e.g. [70]). The
ferromagnetism is according to numerical band structure calculations a result from the
spin-split electronic 4d bands formed by the Zr orbitals in the lattice. The band nature
of the ferromagnetism is supported by the robustness of the high-field ferromagnetic
properties against doping with iron or titanium [162, 163]. The magnetisation as
function of field from ZrZn2 can be evaluated using Arrott plots to demonstrate the
typical behaviour of a weak ferromagnet as predicted by a Ginzburg-Landau theory
with mean-field exponents (see [164]). In a more recent study on a clean ZrZn2 sample
at ambient pressure the mean-field exponents could be verified by a scaling analysis
of the magnetisation [132]. In the same study a peculiar non-Fermi liquid behaviour
of the electrical resistivity was observed for a sample under ambient pressure. The
resistivity was found to follow a T 5/3 temperature dependence which compares to
marginal Fermi-liquid (MFL) behaviour as discussed in Sec. 2.1.

Figure 6.2.: Hysteresis loops measured in ZrZn2 for three different pressures, one
below and two pressures above the tri-critical point at pc =16.5 kbar. The hysteresis
is not visible for all pressures. Above pc meta-magnetic transitions were identified
by the shoulder (indicated by arrows) which evolve to larger fields with increasing
pressure. Figure from [70].
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A ZrZn2 sample of excellent quality was investigated in detail by [71]. The sample
was pressurised in a non-magnetic Cu:Be clamp cell. The same sample and the same
pressure cell were used for the present study as described in Sec. 4.2. It was confirmed
that the Curie temperature decreases linearly with pressure up to a tri-critical point at
pc = 16.5 kbar. The phase transition then changes to a first-order transition where
TC together with the spontaneous magnetisation rapidly drop to zero. Above pc a
line of meta-magnetic (MM) transitions was observed. Exemplary magnetisation data
which show this MM transition are shown in Fig. 6.2. The magnetisation is shown
for one pressure below and two pressures above pc. The meta-magnetic transition is
associated with the kink at finite field well below saturation.

Interestingly, the extrapolated inverse susceptibility to χ(T )−1 = 0 indicates the ex-
istence of ferromagnetic correlations up to a pressure of 20.5 kbar, which is higher
than the tri-critical point around 16.5 kbar. The extrapolated points which were
extracted from VSM measurements in a small field B = 100 mT are shown in Fig.
6.3a. Magnetisation data were also used to estimate the effective moment which is
shown in Fig. 6.3b. For comparison the effective moment was additionally determined
in a very small external field B = 0.1 mT where it seems to disappear in a first-order
manner at the tri-critical point.

The electrical resistivity of ZrZn2 under pressure was investigated in detail up to
32 kbar as reported in [72]. The study showed that the low-temperature resistivity
behaviour as function of temperature changes more or less abruptly from ρ(T ) ∝ T 5/3

for pressures below 14 kbar to a ρ(T ) ∝ T 3/2 dependence for pressures above 18
kbar. Both exponents of the temperature are not compatible with Fermi liquid theory
without further modification. At least the T 5/3 behaviour could be explained assuming
a so-called marginal Fermi liquid for the electronic state in the vicinity of the quantum
critical point. However, the T 3/2 resistivity above pc remained unexplained.

The electrical and thermal resistivity of ZrZn2 under pressure was investigated in [73]
where essentially the same theoretical framework was given to explain the temperature-
dependencies below the critical pressure. It was explained that the metallic behaviour
is generically altered by the coupling of the magnetic order parameter fluctuations to
electronic soft-modes (as in [42]). This leads for clean systems to a tri-critical point at
finite temperature before reaching a quantum critical point at T = 0. In this regime a
marginal Fermi liquid description may be suitable to explain the transport propertied.
Unfortunately, no explanation was found for the 3/2 exponent of the resistivity above
the critical pressure.

The study was continued by [74] under pressure up to 32 kbar using magneto-resistance
and susceptibility measurements. The authors traced the meta-magnetic transition at
lowest temperatures and concluded the existence of critical end points of the meta-
magnetic transition at T = 0 which occur at 23.5 kbar under an applied magnetic field
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Figure 6.3.: (a) Inverse static susceptibility χ−1 = B/M(T ) (in SI units) as a func-
tion of pressure. The continuous line is a linear fit, the intersection is at 20.5 kbar.
(b) Effective magnetic moment µeff derived from magnetisation data measured with
a VSM in 0.1 T and with a SQUID magnetometer at 0.1 mT. Data from [165].

of 250 mT. For even higher pressures a line of first-order transitions is then fixed at
T = 0 which the authors associated with a Lifshitz transition. Again the 5/3 to 3/2
drop of the exponent in the resistivity was confirmed at the tri-critical point around
16.5 kbar. As an explanation for the non-Fermi liquid behaviour above pc the proximity
to the Lifshitz transition was discussed which may produce complicated fluctuations
between two configurations of the Fermi surface. Such fluctuations would certainly
explain deviations from conventional Fermi liquid behaviour. However, a model which
includes these effects on the transport properties was not given by [74] and is not
known to the author.

Another interesting observation in [74] is the negative slope of the meta-magnetic
line dTc/dH which may indicate at least short-range order below the critical field.
As noticed by [94] a T 3/2 resistivity is more commonly found for antiferromagnetic
systems close to a quantum critical point. This allows the conclusion that above the
tri-critical point in ZrZn2 additional antiferromagnetic fluctuations may contribute
or even dominate the transport behaviour. Such a conclusion is also supported by
recent theoretical work by [166, 47, 48] which suggests that a modulated phase (e.g. a
spin-spiral) and a nematic phase (essentially a melted version of the modulated phase)
may pre-empt the paramagnetic phase when suppressing uniform ferromagnetic order
by using pressure.

We have performed neutron depolarisation measurements on ZrZn2 under high pressure
in order to explore the ferromagnetic correlations of the underlying phase in the critical
regime in more detail. The results of the study at hand are given in the next section
which are afterwards interpreted in the line of findings described above.
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Figure 6.4.: Magnetic phase diagrams showing TC(p) for ZrZn2 . (a) Figure
adapted from [72]. The resistivity exponent α from ρ(T ) ∝ Tα was extracted by tak-
ing the logarithm and is shown as colour map. The behaviour changes at pc = 16.5
kbar where the magnetisation in zero-field vanishes according to Ref. [70]. (b) Mag-
netic phase diagram adapted from Ref. [73] who were able to trace a feature in the
resistivity which indicates that the phase transition vanishes at 19.5 kbar. However,
the phase transition changes from second-order to a weak first-order transition at
16.5 kbar. The inset shows the resistivity exponent changing from 5/3 to 3/2 at 19.5
kbar.

6.2. Experimental Results
In this section we report on the experimental results from bulk measurements recorded
using a Vibrating Sample Magnetometer (VSM) as described in Sec. 4.3 and from
neutron depolarisation measurements as explained in Sec. 4.4. We have used the
depolarisation technique for our study on ZrZn2 in the vicinity of the critical pressure
pc. We have adjusted four different pressures which are abbreviated as H1 (p=16 kbar),
H2 (p=18.2 kbar), H3 (p=17.5 kbar) and H4 (p=5.6 kbar) and recorded data for each
pressure first in the VSM and then at the neutron source FRM II. The pressure for each
measurement was determined as explained in Sec. 4.2 from the susceptibility drop
due to the superconducting Sn transition. The first derivative and a moving average
smoothing was applied to determine the superconducting transition temperature by
using the peak position as shown in Fig. 6.5. Additionally, a sample abbreviated as S1
was investigated under ambient pressure without a pressure cell for comparison.

6.2.1. Magnetisation
The magnetisation M(T ) was measured for each pressure as a function of temperature
up to 30 K for the higher pressures H1, H2, H3 and up to 50 K for the lower pressure
H4. The data are shown in Fig. 6.6a. As expected from the adjusted pressure the
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Figure 6.5.: The pressure on the ZrZn2 sample is determined from the supercon-
ducting transition Tsc(p) of a Sn piece which is located in the same pressure cell as
the ZrZn2 sample under investigation as described in Sec. 4.2. The transition at
Tsc is observed in the magnetisation M(T ) measured with an external field B =
0.5 mT which allows for a precise determination of the pressure on the sample. The
peak position of the first derivative dM/dT was used to determine the transition
temperature. The same sample and the same pressure cell as in [70] were used for
this study. The labels H1 to H4 indicate the order of measuring the pressure cell.
The pressure cell reached its mechanic limit at H3 where the pressure was actually
meant to be slightly larger than for H2. The broadened Sn transition for H3 suggests
a pressure gradient (a uni-axial pressure component) in the pressure medium. The
transition temperature determined from this measurement may hence be considered
as ambiguous.

up rise in M is suppressed to a lower temperature from H1 to H2. The pressure for
H3 was meant to be slightly higher than for H2, however the pressure cell was on its
mechanical limit and lost some pressure instead. For H4 the pressure was released to
around 6 kbar.
A convenient method to provide an estimate for the ferromagnetic ordering temperature
TC is to extrapolate the inverse susceptibility χ−1

dc (T ) = B/M(T ) to zero and use the
intercept with the temperature axis which is shown in Fig. 6.6b. For temperatures
well above TC a linear behaviour is observed as expected from a Curie-Weiss law. The
extrapolation to zero lets us estimate the values of TC as listed in Tab. 6.1.

The magnetisation M(B) was recorded as a function of an external magnetic field
at T = 3.25 K. The data of the four pressures are shown in Fig. 6.7. The hysteresis
is negligible for all pressures and is hidden by the negative hysteresis error from the
superconducting magnet in the VSM of approximately 3 mT. With increasing pressure
the saturation magnetisation decreases which is consistent with earlier studies as in

H1 H2 H3 H4
hydrostatic pressure p 16.0 kbar 18.2 kbar 17.5 kbar 5.6 kbar
TC from B/M(T ) 6.3 K 4.5 K 5.1 K 18.8 K

Table 6.1.: Pressure p and ordering temperature TC of the ZrZn2 sample as esti-
mated from the inverse magnetisation B/M(T ) extrapolated to zero.
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Figure 6.6.: (a) Magnetisation M(T )/B as a function of temperature measured
in a VSM for the pressures p = 16 kbar (H1), p = 18.2 kbar (H2), p = 17.5 kbar
(H3) and p = 5.6 kbar (H4). The up-rise indicates the ferromagnetic ordering. (b)
Inverse susceptibility B/M(T ) as a function of temperature. According to a Curie-
Weiss law the intersect with the temperature axis gives an estimate of the ordering
temperature.

[165]. For H2 where p > pc the slope of the curve changes with a kink at a field
around Bmm = 25 mT indicating the meta-magnetic transition as expected from
earlier studies [165, 74]. The data for H3 do not clearly show the meta-magnetic
transition in M(B) indicating that the actual pressure was only very close above the
tri-critical pressure. By taking the derivative we have estimated a value Bmm = 10
mT. A misleading feature which can be observed in all of the hysteresis loops is a
small kink around 50 mT. This is an instrumental issue which has not been solved so
far. However, as it was also observed for completely different samples, we may safely
ignore it in the data analysis. These findings will be combined with the neutron data
described in the following section.

6.2.2. Neutron Depolarisation
The signature of ferromagnetic correlations in a sample that is observed in neutron
depolarisation measurements can be used to provide microscopic information. It will be
used to complement the laboratory data. As discussed in Sec. 3.2 the depolarisation of
the neutron beam through the sample indicates the existence of ferromagnetic domains
or clusters. The polarisation P (T ) was recorded as a function of temperature for
different external fields B. Additionally, the polarisation P (B) as function of magnetic
field was investigated. The temperature scan shown in Fig. 6.8a was recorded for the
sample S1 at ambient pressure in a field B = 0.5 mT. The curve reflects the behaviour
for a normal ferromagnet as expected from the phase diagram from [70] and follows
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Figure 6.7.: Magnetisation loops measured at T = 3.25 K in a VSM. The pressures
adjusted for the four measurements were p = 16 kbar (H1), p = 18.2 kbar (H2), p =
17.5 kbar (H3) and p = 5.6 kbar (H4). The negative hysteresis seen between sweep-
up and sweep-down is due to the superconducting magnet of the VSM. However,
the sample shows essentially no hysteresis as confirmed by high-precision SQUID
measurements in an earlier study. The kink at Bmm = 10 mT for H3 and at Bmm =
25 mT for H2, which is indicated by the arrows, is associated with the meta-magnetic
transition. A small kink around 50 mT is observed in all plots and is ascribed to an
instrumental issue as explained in the text.

in general the theoretical predictions given in Sec. 3.2 for the depolarisation in weak
ferromagnets.
A linear relation between M2 and T 2 was found from magnetisation measurements
of ZrZn2 which is not observed in the neutron depolarisation. This can be seen by
taking the logarithm − log(P ) of the polarisation which should then be proportional
to the product B2δ as shown in Fig. 6.8a. In the product B2δ now B denotes the
average field in each domain with a mean value δ for the domain size. As it does
not behave linear versus T 2 this suggests on the one hand that the domain size may
depend on temperature. On the other hand this reminds us that the magnetisation
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Figure 6.8.: Depolarisation data for the sample S1 under ambient pressure. (a)
Depolarisation measured as a function of temperature (left scale, red data points). In
addition, the value of − log(P ) ∝ B2δ extracted from the data and plotted versus
the squared temperature T 2 is shown using the top scale together with the right
hand scale. The dashed line corresponds to a linear relation between B2 and T 2

as suggested by magnetisation data in [165]. (b) Depolarisation as a function of
external magnetic field measured at T = 4.5 K which was the lowest temperature in
this measurement, and measured at T = 28.4 K which is just 0.1 K below the Curie
temperature. A hysteresis is observed at the lower temperature. In addition, a small
oscillation occurs at small fields below 10 mT which may be explained by a magnetic
anisotropy (a magnetic easy axis) in the sample.

which is probed by the neutron depolarisation technique is not exactly the same as the
bulk magnetisation but may be regarded as a scaled version of the magnetisation with
a non-linear relationship. The field loops in Fig. 6.8b show an interesting feature. In
particular in the field loop recorded at 4.5 K the small hysteresis of about 2.5 mT is
clearly observed with a small oscillation occurring in the range of small fields up to 10
mT. The small oscillation may however be an artefact of stray fields which dominate
the behaviour if the guide field direction at the sample position changes its sign.

A similar signature in the depolarisation as for the sample S1 at ambient pressure
was also observed in the other measurements on the ZrZn2 sample under hydrostatic
pressure (H1, H2, H3 and H4). The data are shown in Fig. 6.9a to 6.9d for increasing
pressure. Again the left column shows the temperature dependence of the polarisation
using the left hand scale. The right column in Fig. 6.9 shows the corresponding field
sweeps recorded for each pressure. For the field sweeps a separate scale on the right
hand side is used for better readability.

At the moderate pressure p = 5.6 kbar as shown in Fig. 6.9a the value of TC = 19
K determined from the depolarisation is in good agreement with the value estimated
from the inverse susceptibility. Both measurements suggest that the magnetic order
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stabilises rapidly below TC . A small hysteresis of the order of 2 mT is visible in the
field loop shown on the right hand side which compares to the measurement S1 under
ambient pressure shown above. Again the oscillation at small fields is observed which
suggests that the effect is a subtle interplay of the low-field susceptibility of the sample
and our particular field geometry in the depolarisation set up.

For the measurement H1 shown in Fig. 6.9b we have adjusted a pressure p = 16 kbar
which is just below the tri-critical point pc = 16.5 kbar. Temperature sweeps were
recorded for fields in the range B = 0.5 - 37 mT. The curves collapse at TC = 6.5 K
above which the sample is paramagnetic. The small field of 37 mT is already sufficient
to fully align the domains along the polarisation direction. Therefore, the signature
below TC vanishes. In the field loop on the right hand side the small oscillation observed
for 5.6 kbar is less pronounced. The colour data points correspond to the sweep-up
with increasing field while the open white circles in the background correspond to
the sweep-down. As both datasets are essentially identical within the statistics one
may conclude that the hysteresis has vanished. However, the measurements were
only possible down to 3.0 K, a small hysteresis might have been observed at lower
temperatures.
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Figure 6.9.: Depolarisation data from the measurements of the ZrZn2 sample under
hydrostatic pressure where (a) p = 5.6 kbar (measurement called H4), (b) p = 16
kbar (H1), (c) p = 17.5 kbar (H3) and (d) p = 18.2 kbar (H2). Left column: de-
polarisation as a function of temperature (red circles for B = 0.5 mT and coloured
circles for larger values of B) using the left hand scale for the polarisation. The order-
ing temperatures TC are indicated by vertical arrows. Right column: depolarisation
as a function of external magnetic field applied along and anti-parallel to the polari-
sation direction. The depolarisation at B = 0 rapidly decreases with increasing the
pressure above 16 kbar. However, small magnetic fields recover the depolarising effect
significantly. Notice the change of the scale of the polarisation for each pressure.
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At a pressure of 17.5 kbar which is closely above the tri-critical point we have deter-
mined TC = 4.8 K as can be seen in Fig. 6.9c on the left hand side. As for the other
pressures the red circles correspond to the temperature sweep in a field B = 0.5 mT.
The signature in the polarisation is very similar to the lower pressures. The transition
is clearly observed even at this low field. In the field loop shown on the right hand
side in Fig. 6.9c the shift of the sweep up and down curves indicate again a small
hysteresis of the order of 1 mT. The depolarisation at B = 0 is decreased compared
to p = 16 kbar. However, small values of B enhance the depolarisation significantly
producing a minimum value in the polarisation at finite values of B which is not so
pronounced for the lower pressures. In terms of our model for the depolarisation due to
the ferromagnetic domain structure this indicates a remarkable increase of the product
M2

0 δ of the average magnetisation M0 in each domain and the average domain size δ
probed in transmission direction.

Interestingly, for p = 18.2 kbar we have still observed a depolarisation below a transition
temperature of 3.5 K as shown in Fig. 6.9d on the left hand side. We have recorded
the data without external field B = 0 and after field-cooling in a field B = 0.5 mT
and 1 mT for comparison. For these small fields the signature in the depolarisation
is increased. However, the effect of depolarisation is still in the percent range. The
statistic for the measurement at B = 0 are rather bad which is likely due to the weak
guide field at the sample position as seen by the neutrons. In this case very small
external stray fields dominate the behaviour of the polarisation. For this pressure
p = 18.2 kbar we have recorded field sweeps in one direction using the simple set up
described in Sec. 4.4.1.1 at three different temperatures and a complete field loop
using the new set up as described in Sec. 4.4.1.2. The data indicate that in principle
both configurations produce similar results for positive values of B. The depolarisation
nearly vanishes at 3.3 K which is in good agreement with the temperature sweep
shown on the left in 6.9d. From the complete field loop which was recorded at T =
0.4 K one can still observe a small hysteresis between sweep up and sweep down which
is more pronounced at finite values of B compared to very small fields around B = 0.

The conclusions taken from our results are discussed in the next section in the light of
previous studies.
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6.3. Traces of Ferromagnetic Order above
the Critical Pressure
We have investigated a ZrZn2 sample at ambient pressure and a ZrZn2 sample at
four different pressures using a clamp pressure-cell. The pressures were determined
to be p = 5.6 kbar, p = 16 kbar, p = 17.5 kbar and p = 18.2 kbar. The tri-critical
point as observed in previous studies was reported to be located at pc = 16.5 kbar
[70, 72, 74]. We have observed a signature of ferromagnetic domains or clusters in the
depolarisation for the pressures below pc as well as for the pressures above pc. This
indicates a form of ferromagnetic order persisting closely above the tri-critical point.

The measurements at 18.2 kbar may be considered the most conclusive in this study.
The pressure lies above pc. Nevertheless, a signature of depolarisation occurs below
TX = 3.5 K. The field-dependence of the depolarisation still suggests the existence of
ferromagnetic correlations in the sample. For a comparison of the behaviour for the
different pressures the slope dP/dT of the polarisation obtained by a linear fit of the
polarisation just below TC is considered. Due to the derivative it represents a measure
of the critical exponent for the temperature dependence of the magnetisation and
should scale with the magnetisation. The values are plotted in Fig. 6.10a. Although
a quantitative analysis is not conclusive due to the unknown average domain size, a
qualitative consideration of the plot suggests a rapid decrease of dP/dT just above
the tri-critical point at pc = 16.5 kbar.
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Figure 6.10.: (a) Slope of the polarisation dP/dT (TC) evaluated at the transition
temperature TC for the different pressures. A rapid decrease of the slope is observed
above the tri-critical point. (b) The value of the polarisation P0 = P (T → 0) ex-
trapolated to zero temperature shows the evolution of the product B2

0δ with pressure.
The behaviour compares to the magnetisation measurements by [70] and suggests a
QPT which changes from second-order to first-order at the tri-critical point around
16.5 kbar.

For a comparison we have also estimated the polarisation as extrapolated to the T = 0
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limit. The negative logarithm of this value should be proportional to the squared
magnetisation and the average domain size in the T = 0 limit as described in Sec.
3.2. The values of − log(P0) are plotted in Fig. 6.10b. It must be noted that these
data points represent only an estimate, nevertheless, the tendency is clearly similar
to the behaviour of the magnetisation as discussed in the previous section. Just
above the tri-critical point the value drops rapidly towards B2

0δ → 0 which suggests a
first-order transition. However, there is still a depolarisation in very small fields which
are nominally well below the critical field Bm of the meta-magnetic transition.

Increasing the external magnetic field leads for small values first to a stronger depolar-
isation which may be the result of an increased domain size or mean field per domain.
Further increasing the field then leads to a decrease in depolarisation. This indicates
that the domain structure is aligned mostly parallel and anti-parallel to the applied
field direction. For high fields the multi domain state transforms to a single-domain
state. For the neutron spin this corresponds essentially to a smooth continuation of
the guide field, which explains why the depolarisation vanishes at elevated fields but
below the saturating field as estimated from magnetisation measurements.

Together with the observed meta-magnetic transition in earlier studies this leads to
the conclusion that pc = 16.5 kbar in fact denotes a tri-critical point in the phase
diagram. At this point the order of the phase transition as a function of temperature
changes from second-order to weakly first-order. Meta-magnetic first-order transitions
are found in the magnetisation which were not as clearly observed in the neutron
depolarisation. A possible reason could be the rather slow sweep rate at which we
have recorded the neutron data compared to the magnetisation measurements. A
faster sweep could in principle allow to resolve the meta-magnetic transition as well.
Nevertheless, we have observed a small depolarising effect at a pressure p = 18.2 kbar
even in nearly zero external field which implies the existence of residual ferromagnetic
order on a short length scale and possibly also short time scale.

We have included the transition temperatures which were determined from the neutron
depolarisation measurements in a field B = 0.5 mT to extend the magnetic phase
diagram from [71] which is shown in Fig. 6.11. The transition temperatures are in good
agreement. Above the tri-critical point a rapid decrease of the ordering temperature is
suggested.

Since the ordering transition above pc is not clearly visible in magnetisation data this
might suggest that a sort of modulated spin structure forms at this high pressure.
According to our results the meta-magnetic transition above pc could be a reconfigura-
tion of the domain structure. However, it requires further investigation in particular
in the high-pressure regime where the ordering temperature is almost suppressed to
T = 0. As our first pressure-cell was not able to apply higher pressures we have already
loaded a new clamp pressure cell and adjusted the pressure to approximately p = 16
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Figure 6.11.: Temperature versus pressure phase diagram of the itinerant ferromag-
net ZrZn2 . A line of first-order transitions is found below the tri-critical point at
pc =16.5 kbar. Above pc the ordering temperature drops rapidly indicating a first-
order transition. However, even slightly above the tri-critical point a weak signature
of ferromagnetic order exists in weak magnetic field well below the critical field of the
meta-magnetic transition. Data from [71] were reused.

kbar. Further depolarisation measurements are thereby planned as part of the Master
thesis by M. Seifert. In addition, a SANS study will be performed using different
applied fields for the regime of higher pressures in order to investigate a possible spin
texture of the sample which might form just above the tri-critical point as suggested
e.g. in [42, 166, 47, 48] as a generic feature for clean itinerant ferromagnets. Further
measurements may hence be collected following the theoretical predictions for such a
modulated phase existing at high pressures.

Recent studies in this light have been done also on Nb1-xFe2+x or Sr3Ru2O7 (see
e.g. [98, 88]) where also meta-magnetic transitions have been observed. Particularly
interesting is the similarity of the meta-magnetic transitions in the SDW phase of
Nb1-xFe2+x which strongly resemble the behaviour observed in ZrZn2 . However, in
Nb1-xFe2+x the phase transition is driven by the precise chemical composition. Still
both materials show the same behaviour in the electrical resistivity ρ(T ) = ρ0 +AT 3/2

in the critical regime where ferromagnetism is almost suppressed. This could hence be
a strong indication that such a form of non-Fermi liquid behaviour is in fact a precursor
to the existence of a modulated or nearly anti-ferromagnetic phase emerging above
the QCP. It may suggest that in rather clean and itinerant ferromagnetic systems
such a behaviour is generic. Consequently, the magnetic moments may not simply
vanish but will at some point form a certain structure which is different from a simple
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ferromagnetic domain structure to save energy. According to the results by [74] a
first-order QPT without such a behaviour may in fact be only possible if a topological
reconstruction of the Fermi surface occurs. This would imply that also the lattice
constants might show a sharp drop at this first-order transition. It would therefore be
also very conclusive to investigate the lattice constants as a function of pressure in
the critical regime using a high-resolution technique such as Larmor-diffraction with
polarised neutrons. Similar studies have been performed on the itinerant helimagnet
MnSi e.g. in [167] or more recently on the system UGe2 for a comparison with the
theoretical predictions.



7. From Ferromagnetism to Antiferromagnetism in
Fe1-xCrx

An interesting QPT is observed in the doping series Fe1-xCrx where the type of magnetic
order changes from itinerant electron FM to itinerant AFM by substitution of Fe by
Cr atoms. As a tuning parameter the percentage x of Cr is used. Increasing x has a
similar effect as pressure since the bcc crystal structure is unchanged for the entire
range from iron to chromium. As the volume of the unit cell is thereby increased
this would correspond to the application of negative pressure. However, Cr has one
3d-electron and one 4s-electron more than Fe which suggests also a deformation
of the band structure with increasing x. Pure Fe shows a Curie temperature TC =
1043 K which is suppressed with increasing Cr content. In contrast pure Cr shows
antiferromagnetic order with TN = 311 K which can be easily tuned to spin density
wave order by application of weak hydrostatic pressure or doping [168, 169, 76].
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Figure 7.1.: Magnetic phase diagram of Fe1-xCrx showing the ordering temperature
as a function of the Cr content x. Pure Fe orders at TC = 1043 K. The ordering
temperature is lowered with increasing x. For elevated Cr content around x = 0.8
the FM order vanishes and a spin-glass phase is observed which extends into the
surrounding FM and AFM phase. Above x = 0.85 the magnetic order changes to
AFM where further increasing of x now increases the Neel temperature TN . Pure Cr
undergoes an AFM transition at TN = 311 K. Data from [104].
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Early studies have been done on Fe1-xCrx sample series using neutron scattering in
order to map out the phase diagram as shown in Fig. 7.1 (data from [104]). The
FM phase boundary was determined from the temperature dependence of the SANS
intensity around the direct beam. The AFM phase boundary was derived from neutron
diffraction experiments. In the critical regime where the Curie temperature is already
well below room temperature a spin-glass phase was found to cover a putative QCP
around the concentration x = 0.83. Interestingly, the phase boundary of the spin-glass
state extends into the surrounding FM and AFM phases.

7.1. State of the Art
Inspired by our studies on the cluster glass formation in CePd1-xRhx we have investigated
the critical regime of Fe1-xCrx using the neutron depolarisation technique. As the
technique is particularly sensitive to the existence of FM domains or clusters, the phase
boundaries of the FM phase as well as the underlying SG phase should be detectable.
For this purpose a series of Fe1-xCrx samples in the range x = 0.70 to x = 0.90 was
prepared in collaboration with A. Bauer and G. Benka at the institute E21 at TUM as
described in Sec. 4.3. First magnetisation and susceptibility measurements were done
on selected samples. Here, we show preliminary results from the measurements using
laboratory techniques and the results of our neutron depolarisation measurements.
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7.2. Experimental Results
For the characterisation of our samples the magnetisation M(T ) and M(H) as well
as the ac-susceptibility χ(T ) were measured using a PPMS as described in Sec. 4.3.
The temperature- and field dependence of the neutron polarisation was investigated
as described in Sec. 4.4 to obtain microscopic information.

7.2.1. Magnetisation and Susceptibility
We have measured magnetisation loops for the samples with x = 0.75, 0.80, 0.85 and
x = 0.90 at a temperature of T = 2 K. The complete magnetisation loops are shown
in Fig. 7.2a while Fig. 7.2b shows a close-up of the data. The sample x = 0.75 shows
a saturation magnetisation of about 0.4 µB and essentially no hysteresis is observed
(see Fig. 7.2b). In contrast, a significant hysteresis is visible for x = 0.80 and x =
0.85. The saturation moment is decreased smoothly with increasing x. The coercive
field increases rapidly with increasing x. Interestingly, a small saturation moment of
about 0.04 µB is still observed for the sample x = 0.90 which is nominally in the AFM
regime of the phase diagram.
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Figure 7.2.: (a) Magnetisation loops for Fe1-xCrx samples with x = 0.75, 0.80,
0.85 and x = 0.90. The sample with x = 0.75 is clearly ferromagnetic, however,
no hysteresis is visible. The samples with x = 0.80 and x = 0.85 in contrast show
a hysteresis. (b) Close up of the data. With a concentration x = 0.90 the sample
is nominally AFM however a very small hysteresis is still observed which indicates
residual ferromagnetism.

The temperature dependence of the magnetisation is shown in Fig. 7.3a for the
samples with x = 0.75, 0.80, 0.85 and x = 0.90. The magnetisation was recorded for
each sample under zero-field cooling (zfc). For a comparison with the neutron data
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shown in the next section we have also recorded the magnetisation after field-cooling in
an external field B = 10 mT (fc) and a higher field of B = 250 mT (hfc), respectively
for each sample. For x = 0.90 the magnetisation is essentially zero on this scale and
shows only a very small up-rise at lowest temperatures which can be identified in the
close-up of the data in Fig. 7.3b. For the concentrations in the range x = 0.75 to
0.85 a splitting of the curves with different field histories is observed.
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Figure 7.3.: (a) Magnetisation data for the three different concentrations x = 0.75,
x = 0.80 and x = 0.85 measured after zero-field-cooling (zfc) and field-cooling
(fc) with an external field B = 10 mT and B = 250 mT (hfc). A splitting of the
curves of different field histories is most pronounced for x = 0.80. (b) Close-up of
the low-temperature part. The splitting indicates a glassy transition well below the
ferromagnetic ordering temperature.

The splitting is most pronounced for x = 0.80 which is close to the border of fer-
romagnetism. We denote the temperature where the splitting occurs with Tsg and
associate it with the spin-glass transition found in earlier studies.

The ac-susceptibility was already recorded for several of our samples. In further studies
in particular the frequency dependence will be investigated in more detail in order
to characterise the nominal spin-glass regime. A preliminary evaluation of first data
measured in zero external field and at a frequency f =10 Hz is shown in Fig. 7.4
as a contour plot. The missing data points were linearly interpolated. From the
contour plot the phase boundary may be visualised. The FM phase is characterised
by a strongly enhanced susceptibility. Interestingly, the boundary of the spin-glass
phase is also clearly visible. The phase boundary of Tsg(x) starts around x = 0.76 and
is covered by the FM phase. With increasing x the two phase boundaries approach
each other until the FM phase is suppressed at a finite temperature around T = 25 K
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at x = 0.83. A slightly enhanced susceptibility is visible even for larger values of x
forming a single line of transitions that may be traced until x = 0.89.
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Figure 7.4.: Contour plot of the real part χ′(T ) of the ac-susceptibility as a function
of temperature and increasing Cr content x (and thereby decreasing Fe content).
The data where measured under zero external field. The contour plot suggests a
small gap corresponding to a second phase transition at lower temperatures in the
critical regime for concentrations x > 0.76. Ferromagnetism is virtually suppressed at
x = 0.83. However, the ac-susceptibility shows a broad peak even for x = 0.90 which
is associated with a spin-glass transition.

7.2.2. Neutron Depolarisation
Temperature sweeps and field loops were measured for the samples with concentrations
in the range x = 0.78 to x = 0.85 using different field histories while cooling down.
The samples were cooled and then measured in zero magnetic field. For a comparison
with the magnetisation the samples were also measured without an applied field, after
cooling in an external field B = 250 mT (fc-zfh).

The left column in Fig. 7.5 shows the polarisation as a function of temperature for
the entire datasets while the right column shows a close-up of the data at small
temperatures.

The sample with x = 0.78 shows a smooth ferromagnetic transition around TC = 200
K. The smeared transition indicates a broad distribution of transition temperatures with
a width of approximately ∆TC = 70 K. At a temperature around 80 K a small kink is
visible which we refer to as TX . At Tsg = 25 K a second drop is observed which we as-
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sociate with the spin-glass transition. No significant difference between zfc and fc data
can be observed. The sample with x = 0.79 shows essentially the same three features.
However, here TC and TX are suppressed while Tsg is slightly higher than for x = 0.78.
In addition, a splitting of the zfc and fc data which sets in approximately at TX is visible.

As can be seen from Fig. 7.5 the transition at TX vanishes for x = 0.80 while TC is
further suppressed to about 130 K. The splitting below Tsg is not clearly observed for
all samples in the spin-glass regime which might be a consequence of demagnetisation
effects due to varying sample shapes. The kink at Tsg is only slightly varying with x
across the concentration range x = 0.80 up to x = 0.84 while the ordering temperature
TC is continuously suppressed.

The depolarisation measured in zero field and extrapolated to T = 0 vanishes con-
tinuously for the series of samples. Almost complete depolarisation to a value P =
0 is found for x = 0.78 while the sample with x = 0.84 shows only a weak effect
of 5% depolarisation to a value P = 0.95. The depolarisation for x = 0.85 essen-
tially vanishes within the statistics of our measurement after zfc. This concentration
nominally marks the border to AFM. The splitting of zfc and fc data at Tsg may
however still be identified. Interestingly, it can be seen further that the depolarisation
is reentrant in a small temperature window. Nevertheless, the effect is visible by about
1% depolarisation which for this particular measurement compares to the statistical
uncertainty.

Magnetic field loops in the range µ0H = -250 mT to 250 mT were recorded at T = 3.5
K for each sample for later comparison with the magnetisation data. The field loops
are shown in Fig. 7.6. Here, the sample with x = 0.78 shows a behaviour similar to
the magnetisation measurement where no hysteresis is visible. The depolarisation is at
maximum for B = 0 while increasing the field leads to a decrease of the depolarisation.
The depolarisation is expected to vanish already before saturation is reached at a state
where essentially all domains are either parallel or anti-parallel to the applied field. For
x = 0.79 a small hysteresis opens up as can be seen in more detail in Fig. 7.6b.

The hysteresis effect increases with further decreasing the Fe content x which can
be seen by the shift of the minimum in the polarisation to finite value of B. The
hysteretic behaviour is different for x = 0.82 and x = 0.83. Here the minimum of the
polarisation again occurs at B = 0. However, the hysteresis develops only in a small
field interval. The behaviour changes again below x = 0.84 where the ferromagnetic
signature i.e the depolarisation in zero field is essentially suppressed. For small fields
however the hysteretic behaviour can still be observed at small fields.

The most recent results collected in this study are summarised and interpreted in the
following section.
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Figure 7.5.: Depolarisation as a function of temperature for the series of Fe1-xCrx
samples. Data were recorded in the controlled heating process without an external
field (zfh). For comparison the measurement was done for two different field histories,
after zero-field cooling (zfc) and after field-cooling (fc) using a field B = 250 mT.
The left column shows the entire datasets while the right column shows a close-up
at small temperatures. For x = 0.78 a smooth ferromagnetic transition is observed
indicating a broad distribution of transition temperatures. A kink indicated by TX at
intermediate temperatures is visible. A second drop is found at a lower temperature
denoted by TSG around 20 K which is associated with the spin-glass transition. For
x = 0.79 a splitting of the curves sets in at TX . For x = 0.80 and larger values of x
the kink at TX has vanished after zfc, however the splitting of the zfc and fc curves
is observed together with a drop at TSG. A signature of ferromagnetic ordering is
observed up to x = 0.84. For the sample with x = 0.85 the depolarisation vanishes
after zfc and is only slightly visible in a small temperature window.
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Figure 7.6.: Field loops on Fe1-xCrx measured using the neutron depolarisation
technique. For large Fe content x = 0.78 the shape of the curve is as expected for
a weak ferromagnet with vanishing hysteresis. At zero magnetic field the domain
structure is formed such that a maximum in depolarisation occurs. Increasing the
field leads to smooth reorientation of the domains along and anti-parallel to the field
axis while at the same time the domains in field direction grow at the cost of others.
For x = 0.79 and below an increasing hysteresis is visible. Interestingly, the behaviour
of the hysteresis changes rather unexpectedly Below x = 0.81 where the switching
of the magnetic field has a much more pronounced effect. The depolarisation at
zero field vanishes smoothly at x = 0.85 which is nominally at the border to AFM.
However, a depolarisation signature is still visible and the hysteretic behaviour is still
pronounced indicating partially ferromagnetic order.
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7.3. Residual Ferromagnetism in the Spin Glass Phase
In the following we will interpret our most recent results in the context of previous
studies. The transition temperatures determined from our depolarisation measurements
were combined with these earlier results in order to create the revised phase diagram
shown in Fig. 7.7. The phase boundary of the spin-glass regime as determined from
our measurements is in good agreement with the temperatures determined in [104].
The FM transition at TC as determined from the depolarisation measurements show a
more or less constant offset of about 50 K compared to the data from [104].
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Figure 7.7.: Revised magnetic phase diagram for Fe1-xCrx showing the FM ordering
temperature TC and the freezing temperature TSG associated with the spin-glass
transition. Data from [104] were reused which in addition show the AFM ordering
temperature TN . The spin-glass transition determined using neutron depolarisation
data is in good agreement with earlier studies. However, the ferromagnetic ordering
sets in at a higher temperature as concluded from our data. The transition is very
broad indicating strong inhomogeneity effects. The region shaded in orange may
hence be described as a regime of partial order (PO) where ferromagnetism begins to
stabilise and is already detectable by the neutron depolarisation technique.

We interpret this as a consequence of the different methods which were used to
determine TC . As the neutron depolarisation measurements are very sensitive on FM
order on a short length and time scale we conclude that our values for TC reflect the
onset of the ordering process. The order stabilises rapidly with decreasing temperature.
As magnetisation measurements probe rather static behaviour averaged over a longer
time scale this might explain why the values of TC found in this study are systematically
higher than these found by [104].
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From the temperature sweeps measured using the depolarisation technique one may
deduce that the samples are intrinsically rather inhomogeneous. This can be illustrated
by comparing the standard fit function used for the results on ZrZn2 or CePd1-xRhx
with the depolarisation model including a distribution ρ(TC) of transition temperatures
as discussed in Sec. 3.2.3. As the fit method for this model is still work in progress
and numerically unstable we show only exemplary results for the sample with x =
0.82 in Fig. 7.8. The red curve represents the simple model for the depolarisation
as described in Sec. 3.2 assuming that a small amount of spin rotation occurs in
each ferromagnetic domain. For this fit the low-temperature part below 25 K has
been skipped. In this simple model a sharp transition at TC is expected below which
the order stabilises. The blue curve corresponds to the same model equation, now
convolved with a Gauss distribution of transition temperatures as described in Sec.
3.2.3. For this dataset it was possible to extend the fit by using the product of two
polarisation curves with different transition temperatures in order to capture the second
transition at Tsg. The fit requires rather accurate initial parameters and is unstable
if more than three parameters are fitted. However, if one assumes that the simple
model at least predicts the polarisation, extrapolated to T = 0, correctly one may
fix this parameter. The resulting fit agrees much better with the data. The resulting
transition temperature TC = 80.3 K with a distribution with a FWHM of ∆TC = 68.8
K was found.

It is interesting to note that this inhomogeneity is not seen on a macroscopic scale, i.e.
there is no such variation in TC of the depolarisation curves in neighbouring detector
pixels of the illuminated area of the sample. This means that the disorder manifests
on a much smaller length scale and may be rather compared to an inhomogeneous
distribution of strain in the sample. It is further interesting that the depolarisation
increases further below Tsg. In the simple model for the depolarisation in ferromagnets
this suggests that the spin structure either stabilises (the dynamics slow down) or that
the domain size increases below this temperature. It seems more likely that the spin
structure stabilises when considering the fact that an AFM regime follows for larger
values of x. The intrinsic disorder may then have the effect that the AFM ordering
temperature lies below the FM ordering temperature (i.e. there might be a phase
coexistence). If the AFM coupling increases to an amount which compares to the
FM coupling strength this might produce such a behaviour. This may be compared
to the behaviour found in CePd1-xRhx with the difference that AFM coupling sets
in instead of a screening of the magnetic moments due to the Kondo effect. Here,
the FM domains form below TC but the domains are surrounded (or partly dissolved)
by fluctuating moments. These fluctuating moments experience an AFM ordering
transition below Tsg which leads to a frustration of the FM domains and thereby to a
freezing of the spin configuration.

The depolarisation measurements may already be sufficient to suggest a simple scenario
using the RKKY interaction to explain the observed behaviour. Most importantly
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Figure 7.8.: Exemplary depolarisation data from the zfc-zfh temperature sweep on
the Fe1-xCrx sample with x = 0.82 (open circles). The red curve corresponds to the
standard depolarisation model by [52] as discussed in Sec. 3.2 including one transi-
tion at TC . By incorporating a distribution of transition temperatures in the model
using a convolution the agreement of the fit (blue curve) is much better. For this
dataset it was even possible to fit the product of two depolarisation curves which
allowed us to capture the second transition at Tsg. From this fit a TC = 80.3 K and
the FWHM of the distribution ∆TC = 68.8 K was found. The glassy transition was
determined at Tsg = 15.1 K with a distribution ∆Tsg = 2 K The corresponding
Gauss distributions are shown in grey and use the right hand scale. For better read-
ability the distribution ρ(Tsg) was scaled down by a factor of 100. Both temperature
distributions were normalised.

the topology of the free-energy landscape should be considered then. If on the one
hand the energy landscape is rather flat, implicating a truly itinerant system, the
application of hydrostatic pressure might infer some modulated spin structure as the
only escape route away from a first-order transition. However, if the energy landscape
is rather coarse in a sense that several local minima arise (possibly influenced by the
crystal field) the spin density might also follow this imprinted structure. The important
aspect might be to consider finally the influence of the spin density on the type of order.

In the following discussion we assume only the RKKY interaction to determine the type
of magnetic order, resulting in one of the two extreme cases FM or AFM. However, the
RKKY interaction depends on the average distance between two spins which is related
to the spin density in the system. If the spin density is homogeneous only one of the
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two states FM or AFM may be expected. However, an inhomogeneity of the spin
density may cause the formation of FM and AFM islands in a surrounding of frustrated
spins. An important question which then arises is the length scale on which these
variations of the spin density can occur. If a system is intrinsically disordered due to
the metallurgical inhomogeneity the variations could be expected to occur on a rather
large length scale. This case might be regarded as most likely to occur in substitution
series of compound systems. If in contrast hydrostatic pressure is applied to a clean
system this kind of phase separation could occur on the atomic scale involving only a
number of spins.

T < TC T < Tsg T � Tsg
(a) (b) (c)

Figure 7.9.: Illustration of the cluster glass evolution in Fe1-xCrx for elevated Cr
content of the order of x = 0.80. Panels (a) to (c) show the putative evolution
with decreasing temperature of the system in the nominal spin-glass regime which
separates the FM and AFM regime as a function of x. (a) Below the FM transition
temperature TC a soft domain structure is formed where the domains are separated
by fluctuating moments. (b) At temperatures below Tsg remaining fluctuating mo-
ments experience an AFM coupling. (c) Cooling down further increases the average
size of AFM regions at the cost of FM regions. This process may be accompanied by
an effective freezing of the FM clusters in an AFM surrounding with respect to the
dynamics of the entire FM clusters.

The suggested scenario may be illustrated as in Fig. 7.9 for a sample in the interme-
diate regime of the phase diagram which is nominally in the FM phase but close to
the nominal spin-glass regime. The panels (a) to (c) show the putative temperature
evolution with decreasing temperature. In panel (a) the temperature is just below the
ordering temperature TC below which most of the ferromagnetic domains (clusters)
are already ordered. The ordered regions may however by surrounded by fluctuating
moments in contrast to a conventional FM domain structure where domain walls are
formed. If the system is cooled down further below Tsg as depicted in panel (b) the
remaining fluctuating moments experience an AFM transition which strongly enhances
the interaction between the FM clusters and may cause a frustration. When cooling
down further the AFM surrounding stabilises and possibly grows at the cost of some
FM clusters. The dynamics of the spin system are thereby expected to slow down
significantly which suggests that Tsg might as well be called a freezing transition.
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The next chapter gives a global summary of the study on the three systems CePd1-xRhx,
ZrZn2 and Fe1-xCrx and summarises the technical developments along this line of
investigations.





8. Summary and Conclusion

A global summary of this study may be divided into instrumental developments and
scientific results. A standard set up for depolarisation measurements which allows to
apply external fields at the sample position along the polarisation direction was build as
a prototype set up at the instrument ANTARES. At the beam line MIRA the prototype
for the newly designed set up was constructed which allows to measure complete field
cycles. A user-friendly version of the newly designed set up was then constructed for
the instrument ANTARES. At ANTARES the set up is now fully integrated into the
instrument control system and can easily be build up and tuned within half a day.

The optimisation of the set up and the construction of some of the components was
part of the bachelor thesis of S. Mayerhofer which was supervised during this study.
The new set up will be used and further adapted to specific requirements as part of the
master thesis of M. Seifert and of the PhD thesis of P. Jorba-Cabre which is already
work in progress.

We have used the different options at the instrument ANTARES and MIRA to in-
vestigate in particular the ferromagnetic correlations in the three different materials
CePd1-xRhx, ZrZn2 and Fe1-xCrx which all can be tuned through different types of
quantum phase transitions. The samples were characterised using conventional labora-
tory techniques such as magnetisation and susceptibility to complement the neutron
data.

In the study of the Kondo-Cluster-Glass formation in CePd1-xRhx we have investigated
four samples in the range x = 0.4 to x = 0.7 of Rh concentrations. These are located
in the tail region of the magnetic phase diagram TC(x) where earlier studies have
suggested the formation of FM clusters in a surrounding of Kondo-screened magnetic
moments. We have determined the TC distribution of the samples using the TC maps
generated from the neutron depolarisation measurements. Thereby we have found
that all of the samples show a rather narrow distribution and may hence be considered
as metallurgical homogeneous on the probed length scale of about 150 µm. This
suggests that the average size of the presumed FM clusters is some orders of magnitude
smaller. However, our measurements indicate that the width of the distribution of
cluster sizes increases with increasing the Rh concentration x in this regime. From
temperature sweeps using different field histories we have furthermore observed a
freezing transition of the FM clusters which occurs at a temperature Tf well below
the ordering temperature TC . Our measurements suggest that either (i) the dynamics
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of the entire spin clusters slow down rapidly at Tf such that a depolarisation of the
neutron beam occurs or (ii) the cluster size changes significantly at this temperature
which could be due to AFM fluctuations. Further measurements of the spin dynamics
on different time scales using neutron spin-echo techniques might by required to decide
for one particular scenario. Small angle neutron scattering experiments may allow to
estimate the typical length scales of the spin clusters.

The itinerant ferromagnet ZrZn2 was investigated which undergoes a quantum phase
transition as a function of pressure. We have adjusted four different pressures on our
high-quality sample using a Cu:Be pressure cell and we have further used a second
sample of the same quality which was investigated at ambient pressure. The system
ZrZn2 shows a peculiar magnetic phase boundary TC(p) where ferromagnetism is
suppressed almost discontinuously above a tri-critical point at pc=16.5 kbar. Above
pc the phase boundary TC(p,B) continues only at finite fields. The transition at
TC(p,B) for a fixed pressure is a meta-magnetic transition which is indicated by a
characteristic kink at Bm in the magnetisation measurements. In this study we have
adjusted two pressures below pc and two pressures just above pc. We have measured
the magnetisation as well as the neutron depolarisation for each pressure. Interestingly,
we have observed a depolarisation above pc however even in nearly zero external field
and hence well below the critical field Bm at which the meta-magnetic transition
was observed. From our study we therefore conclude that residual ferromagnetic
correlations remain even above the tri-critical point at very small magnetic fields. In
the light of recent theoretical results this may indicate the existence of a (possibly
dynamic) modulated spin structure or a spin texture which can easily be polarised.
Our study suggests that even at very small fields a domain-like structure is formed
which in turn leads to a small depolarisation of the neutron beam. The critical field
Bm may therefore indicate a reconfiguration of this domain structure. We propose
that this could provide a hint to an explanation for the unusual resistivity behaviour
observed in ZrZn2 below and above the critical pressure.

Inspired by the study on CePd1-xRhx we have investigated a series of Fe1-xCrx samples.
The quantum phase transition in Fe1-xCrx is accompanied by strong disorder effects
which makes it in some sense similar to CePd1-xRhx. However, in Fe1-xCrx the FM
order is suppressed with increasing the Cr concentration x and an AFM phase emerges
in the Cr limit. The putative quantum critical point is in this compound hidden by a
spin glass regime. In our measurements using the neutron depolarisation technique we
have identified the phase boundary of this spin glass regime up to a Cr concentration
x = 0.85 which provides strong evidence that the spins are clustered as in CePd1-xRhx.
However, the FM clusters may in this case be surrounded by an AFM background
due to the Cr content. This could hide the freezing transition which was observed
in CePd1-xRhx and lead to an immediate freezing of the cluster configuration below
the ordering temperature. Further measurements will include the ac-susceptibility and
in particular the frequency and field dependence of the signal in order to investigate
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the spin glass behaviour in more detail. The study will be complemented by further
neutron depolarisation measurements using different field histories for samples with
higher Cr content x > 0.85. If FM correlations still exist at this high Cr content, this
would enable us to track the ferromagnetic phase boundary even further reaching the
nominally AFM regime of the phase diagram, thereby suggesting a phase coexistence
in a broad regime of the phase diagram.

The newly designed set up for neutron depolarisation measurements which now allows
to measure the polarisation for complete magnetic field cycles provided a particularly
sensitive probe of ferromagnetic correlations in the samples at low temperatures as
well as high pressures. This promotes the depolarisation technique as a valuable tool in
the investigation of ferromagnetic quantum phase transitions which remains a puzzling
and highly interesting field of research.

The following part of this thesis may regarded as an independent study. Although it
concerns neutron instrumentation the focus is on an analytical model for a so-called
WFM (wavelength-frame multiplication) chopper system with optically blind choppers.
Furthermore, Monte Carlo simulations are used to investigate the performance under
realistic conditions in the multi-purpose imaging beam line ODIN which has been
proposed to be build as a day-one instrument at the European Spallation Source.
To bridge the two distinct parts of this thesis one may in fact consider a neutron
depolarisation measurement at this future imaging beam line. At a continuous neutron
source such as the FRM II the technique requires a velocity selector or a monochromator
which selects only a small wavelength band out of the broad spectrum provided by
the moderator. The WFM chopper system produces a continuous wavelength band
where the wavelengths are ordered in time at the detector position. By evaluating the
depolarisation for every wavelength bin separately using a time-sensitive detector this
could increase the efficiency in terms of measurement time by orders of magnitude.
However, it will be a future challenge to design a corresponding set up for depolarisation
measurements which may be regarded as an outlook for further studies.





Part II.
Wavelength-Frame Multiplication Chopper System for

the Imaging Instrument ODIN at the ESS
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9. Introduction

The European Spallation Source (ESS) is designed to be the world’s brightest pulsed
neutron source where neutrons are produced in a spallation target hit by a pulsed
proton beam [170]. The resulting neutron pulses allow for taking full advantage
of time-of-flight methods in order to separate neutrons in time according to their
wavelengths. The combination of intrinsic wavelength resolution and the high brilliance
render the ESS hence an ideal source for modern wavelength-dependent neutron
imaging techniques. The imaging beam line ODIN was therefore proposed as a
day-one instrument to become operational together with the source in 2019 due to
potentially very high gain factors for wavelength dependent techniques compared to
existing beam lines 1. Prominent examples of imaging techniques requiring a range of
different wavelength resolutions are Bragg edge imaging for strain mapping (∆λ/λ ≤
0.5%), texture and micro-structure investigations and imaging with polarization anal-
ysis (around 1.0%), as well as depolarisation imaging and dark field imaging (up to
10%) [51, 56, 57, 171–174]. As the ESS in contrast to all other existing spallation
sources will deliver rather long neutron pulses of 2.86 ms duration (in contrast to
around 10 - 300 µs at existing sources [175–177]) at a low frequency of 14 Hz, new
requirements to a chopper system arise to utilize the time structure in an efficient
way [178–181]. In this study we discuss a highly flexible chopper system based on
the concept of wavelength frame multiplication (WFM), which is able to access a
broad wavelength band with the envisaged adjustable wavelength resolution ∆λ/λ at
the detector position [178, 182, 183]. The proposed chopper system combines the
WFM technique with a pair of optically blind chopper discs [184] and thereby allows
to adjust the wavelength resolution by varying the distance of the chopper discs. In
addition, the concept of an optically blind chopper pair for pulse shaping results in a
constant wavelength resolution over the utilized spectrum which is meanwhile state of
the art for modern TOF reflectometers and SANS instruments at continuous sources
[185–189].

The chopper arrangement has been designed and specified first analytically by calcu-
lating and constructing time-of-flight (TOF) diagrams. We have implemented the
corresponding parameters into a virtual instrument using the Monte Carlo simulation
software McStas [190]. The virtual instrument allowed to optimize the WFM chopper
system and to refine the resulting time structure at the detector position which is

1 Instrument Proposal for the beam line ODIN at the European Spallation Source
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necessary due to several approximations initially used for the analytical calculations.
This study therefore presents a basis for an assessment and for further optimization of
the wavelength frame multiplication concept and may be regarded as a benchmark for
similar instrument concepts that could be proposed for a long-pulse neutron source
such as the ESS.

The focus of this study is hence the design of the basic chopper system following
the outlined concept and boundary conditions and the implementation of the chop-
per system into a virtual instrument in the Monte Carlo software package McStas
together with the optimisation process. In the following section 9.1 we will discuss
the requirements imposed by the desired applications. In section 9.2 we will briefly
describe the WFM chopper concept. Section 10 compiles the mathematical description
for an idealized instrument using the proposed WFM technique and the construction
of the corresponding TOF diagrams. In section 11 the results of our simulations are
shown and discussed. In section 12 we give a conclusion and an outlook to the results
of on-going studies on the optimisation of the chopper system.

9.1. Requirements for an Imaging Beam Line at the ESS
Standard imaging applications typically require a thermal or cold neutron spectrum
[51, 191, 192]. Therefore, the desired spectrum for an imaging beam line at the ESS
was chosen to cover a similar range starting at 2 Å for coarse-resolution measurements
and starting at 1 Å for high-resolution measurements.

A specialized neutron guide system is required in order to access the spectral properties
homogeneously over the desired detector area. The maximum divergence desired at the
sample position, which is accessible by selecting a corresponding pinhole for collimation
and choosing the pinhole-to-sample distance, determines the required guide system.
More precisely it determines the curvature and the index m of the supermirrors used
for the guide system (see e.g. [123]). Such a guide system for an imaging instrument
at the ESS has been proposed elsewhere [193]. A sketch of the guide system used for
the simulations is shown in Fig. 9.1. The sketch includes the gaps for the required
chopper discs that will be introduced in the next section.

The required length of the beam line is determined by the coarsest desired resolution
for the shortest wavelength in the chosen wavelength band. This natural wavelength
resolution for an instrument without choppers and assuming an idealized rectangular
source pulse in time, can be calculated as

∆λ
λ

= ∆t
t

= tP
αλzdet

(9.1)
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Figure 9.1.: Schematic of a guide system as proposed in [193] for an imaging beam
line at the ESS. The first guide G1 focusses the beam at the centre position between
the WFM choppers. The beam is defocussed again from G2 to G4 using either ellipti-
cal or parabolic guide shapes. The guides G5 to G8 correspond to a straight section.
The guide G9 finally focusses the beam again at the pinhole position. The guide sys-
tem includes the gaps for the WFM chopper pair as well as for five frame overlap
(FO) choppers, one T-zero (T0) chopper and a band pass (BP) chopper as described
in the text. The WFM chopper position is chosen as close as possible to the source.
The FO chopper positions may be calculated from the WFM chopper positions and
the base parameters as will be discussed in the text.

where tP is the source pulse length, α = mn/h = 252.78 s2Å−1m−1 and zdet is the
distance from the source to the detector. Consequently, the wavelength resolution
depends on the wavelength.

Including the above requirements a 10 % resolution at 2 Å results in an instrument
length of about 60 m for the ESS source pulse. Together with the source frequency
of 14 Hz a wavelength band of 1 to 5.6 Å can be covered at this instrument length.
By blocking every second source pulse the spectrum can be extended to a range 1 -
9.25 Å. In addition, for the imaging techniques requiring finer resolutions, the WFM
chopper system can be used for this wavelength band. A diagram illustrating the
wavelength band versus time-of-flight is given in detail in the next section. For the base
parameters given above, the accessible range of resolutions with the WFM chopper
system is from 0.2 to 0.9% (when assuming the detector fixed at the 60 m position
from the source), as will be shown in the next paragraph.

9.2. Wavelength-Frame Multiplication using
Optically Blind Choppers
In the wavelength-frame multiplication (WFM) concept [182, 178] each source pulse is
chopped into a number of sub pulses (also called wavelength frames), where each frame
contains a subsequent part of the spectrum of the source pulse. Fig. 9.2 illustrates the
principle for two arbitrary wavelength frames created by the WFM chopper (WFMC).
A frame overlap chopper (FOC) that reshapes the wavelength frames at a given time
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was introduced for later considerations.
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Figure 9.2.: Illustration of one arbitrary wavelength frame created by a single WFM
chopper disc at position zWFM with one opening window defining the burst time
∆t. Each wavelength at the detector position zdet is then found in a time window ∆t
as indicated on the top scale. The desired wavelength range is from λmin to λmax.
The source pulse is not sharply limited in time but has a rising edge in intensity from
t = 0 to t0 and a falling edge from t = tA to tB. This undesired part of the source
pulse produces additional frame overlap as indicated by the dashed lines. The edges
of the wavelength frame therefore have to be reshaped in time which is why a frame
overlap chopper at position zFO is introduced. When using this simple concept the
wavelength resolution ∆λ/λ = ∆t/t decreases within the wavelength frame for each
wavelength.

For designing the chopper system we assume a rectangular part of the source pulse,
starting at time t0 with a duration of tP = tA− t0. The tail region of the source pulse
is assumed from tA to tB. The spectral width of each frame is defined by the chopper
burst time ∆t and the distance zWFM of the WFM chopper pair from the source. The
main reason to use a WFM chopper is to decrease the effective burst time ∆t (see Fig.
9.2) and hence to tune the wavelength resolution which can be seen from Eq. 9.1.
The WFM chopper acts like a virtual source and thereby at the same time redefines
the effective burst time ∆t and reduces the effective time-of-flight to the detector
to t = αλ(zdet − zWFM) which together can be used to decrease ∆λ/λ = ∆t/t. The
WFM concept thereby enables to decouple wavelength resolution and the wavelength
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range from the given source pulse time structure. However, the wavelength resolution
still depends on λ.

When considering this aspect, the WFM concept can be improved by using a pair of
optically blind WFM chopper discs at a certain distance to each other [184, 180, 181],
which results in a constant wavelength resolution over the entire utilized spectrum.

Fig. 9.3 shows the TOF diagram for the first wavelength frame of two optically blind
WFM chopper discs at a certain distance d = ∆zWFM to each other. The resolution
can now be calculated by using

∆λ
λ

= ∆t
t

= ∆zWFM

zdet − zWFM

(9.2)

with zdet being the distance of the detector from the source and zWFM the distance of
the center position of the WFM chopper pair from the source [184]. Since the effective
chopper burst time now scales linearly with wavelength just like the time-of-flight,
the resolution becomes independent of the wavelength within one wavelength frame.
For an idealised instrument, the time window covered by a wavelength frame at the
detector position is limited by λN and λN+1 as shown in Fig. 9.3.

As an additional feature of this concept, the wavelength resolution can be adjusted by
changing only the distance d between the two pulse shaping WFM chopper discs, thus
modifying the effective chopper opening time for each wavelength. Shortening the
distance between the WFM chopper discs implies a better wavelength resolution at
the cost of intensity by effectively reducing the time window in which each wavelength
can pass. To cover the desired wavelength band at the detector, several wavelength
frames must be produced successively from a single source pulse. In order to obtain a
continuous spectrum the maximum wavelength of a subframe must equal the minimum
wavelength of the succeeding frame. This means technically that several different
chopper windows with increasing size have to be cut out of one chopper disc thereby
constricting the maximum chopper rotation speed (see [181]) as will be explained below.

For the diagrams and consequently the calculations above, the exact time structure
of the source pulse was not taken into account in detail. However, in a real chopper
system the rising and falling edges of the source pulse lead to a broadening of the
wavelength frames compared to the ideal case with a rectangular shaped pulse. This
will cause additional frame overlap in time of the ideally distinct wavelength frames.
To minimize the effect of frame overlap, additional frame overlap choppers (FOCs)
have to be introduced, which prevent neutrons from one subframe from penetrating
into a neighbouring subframe in the TOF diagram. Since the subframes broaden again
after reshaping the pulse with a FOC, a series of FOCs may be needed depending
on the instrument length. The positions of the FOCs are determined by the amount
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Figure 9.3.: One arbitrary frame of a WFM chopper system with two optically blind
chopper discs at positions zWFM1 and zWFM1 . The wavelength resolution is constant
within the range λN to λN+1 of the limiting wavelengths. This can be seen from the
burst time ∆tN (see top scale) which now increases linearly with λ and hence gives
a constant ∆λ/λ = ∆t/t within each frame denoted by the index N . The times t0
to t3 can be used to derive general equations to calculate the WFM chopper discs as
described in the text. The FOC re-limits the wavelength frame at a given time.

of broadening. Since the ideal construction neglects the finite opening and closing
time of the chopper window due to the finite frequency, an optimization of the FOC
positions is necessary for a real instrument which is addressed in a subsequent section
in detail. Given the source frequency of the ESS of 14 Hz and the instrument length
of 60 m, three wavelength frames covering a wavelength band from 1 - 5.6 Å (the
so-called three-frame mode) can be fit in between two subsequent source pulses.

In order to extend the wavelength range to longer wavelengths, every second source
pulse may be skipped, thereby allowing six wavelength frames to fit in between two
subsequent pulses producing a wavelength band in the range 1 - 9.25 Å (the six-frame
mode). Following these considerations, the chopper system was constructed to support
six wavelength frames. A bandpass chopper which is rotated at 14 Hz for the three-
frame mode and at 7 Hz for the six-frame mode was introduced to select the desired
wavelength range and also to suppress every second source pulse in the six-frame mode.
Resulting from this particular realisation, the wavelength range in the three-frame
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mode can be chosen within the given limits of the six-frame mode by shifting the phase
of the bandpass chopper. By stopping all choppers but the bandpass chopper in an
open position, the natural resolution mode is accessible. Again, the wavelength band
can be chosen by adjusting the phase and the frequency of the bandpass chopper.

Shown in Fig. 9.4 are TOF diagrams of the WFM chopper system, implemented into
a 60 m long instrument at the ESS, tuned for a resolution ∆λ/λ = 0.93% by setting
the WFM chopper distance to the maximum distance of 0.5 m. We have decided to
position the WFM chopper discs at 6.5 m and 7.0 m from the target center, which
is just outside the foreseen target shielding monolith and therefore still allows access
for maintenance. The chopper concept is realised with five FOCs and one band pass
chopper in order to support the different modes of operation. In Fig. 9.4a the band
pass chopper is operated at the ESS source frequency, transmitting only three of six
possible wavelength frames which are created by the WFM choppers. This permits
using every source pulse, resulting in a smaller wavelength band in the range 1 - 5.6 Å.
By rotating the band pass chopper at half the ESS source frequency, all six wavelength
frames created by the pulse shaping WFM choppers reach the detector but every
second source pulse is skipped. The corresponding TOF is shown in Fig. 9.4b. In this
mode, the wavelength band 1 - 9.25 Å can be utilized at the detector position.

By decreasing the distance between the two WFM chopper discs while maintaining
their center position, the wavelength resolution can be increased to cover a ∆λ/λ in
the range 0.19 - 0.93%. For the best resolution a minimum distance of 0.1 m was
assumed.
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Figure 9.4.: TOF diagram for the 60 m long WFM chopper instrument at the ESS,
tuned to a wavelength resolution of 0.93 % by setting the WFM choppers to the
maximum distance of 0.5 m. (a) By rotating the band pass chopper at the ESS
source frequency, three wavelength frames can be selected and accessed from each
source pulse. The blue line starting at the third source pulse corresponds to the wave-
length λ = 1 Å and hence indicates the beginning of the next pattern of three wave-
length frames. (b) When skipping every second source pulse by rotating the band
pass chopper at half the source frequency, six wavelength frames can be produced,
covering a broader spectrum in the range 1 - 9.25 Å.

Fig. 9.5 illustrates the two low-resolution modes achieved without using the WFM
choppers. In this case, all choppers except the band pass chopper are stopped in an
open position. By adjusting the band pass chopper phase, the wavelength band at the
detector can be selected as can also be concluded from Fig. 9.5a.
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Figure 9.5.: TOF diagram for the instrument configured for the natural wavelength
resolution (where all choppers despite the band pass are out of operation and parked
in an open position with respect to the beam). (a) Every source pulse can be used by
rotating the band pass chopper at the ESS source frequency. (b) By skipping every
second source pulse with the band pass chopper, a broader wavelength band can be
selected. In general, also lower fractions could be used for the band pass chopper
frequency in order to expand the wavelength band to even longer wavelengths.

Similar to the WFM mode, by skipping every second source pulse (see Fig. 9.5b) a
broader wavelength band can be accessed at the detector position. In principle, also
1/3 of the source frequency could be used in the low-resolution mode. This allows to
expand the accessible wavelength band to longer wavelengths but it also implies that
two out of three source pulses need to be skipped. For 1/4 and smaller fractions of
the source frequency, the band pass chopper can not further block all but one source
pulse per turn. Hence, the wavelength ordering at the detector would be destroyed.
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As the chopper discs in this instrument have a pattern of six different opening windows
the most simple realisation would be to rotate them at the source frequency. However,
since the source frequency is rather low it is useful to rotate the discs as fast as
possible. It is clear that only integer multiples of the source frequency can be used.
For a better illustration of this issue, a zoom into the time-of-flight diagram of the
six-frame mode is shown in Fig. 9.6. The largest integer multiple N of the source
frequency is used where the pattern of the six opening windows still can be realised on
the chopper disc.

Figure 9.6.: Zoom into the time-of-flight diagram for the six-frame mode showing
the opening windows of the WFM chopper discs and of the first FOC. The frequency
of the chopper discs only integer multiples of the source pulse frequency can be used.
The largest integer value is used where the patterns are still well separated such that
the guide window at the WFM chopper position is closed between two cycles. No
neutrons are expected to pass the opening windows of the choppers that are cycled
through between two subsequent source pulses as (i) there are no neutrons produced
by the source at this time and (ii) the BP chopper limits the wavelength band to the
desired range.



10. Mathematical Description of the Chopper
Discs

In this section we will discuss how the parameters of the chopper system can be
calculated analytically for an idealized instrument with infinitesimally small beam cross
section. The construction of the full TOF diagram, i.e. creating the subsequent
wavelength frames is an iterative process. The superscript N shall denote the frame
number for which the values are calculated. As base parameters we use the ESS source
pulse constants t0 and tP , the distances zWFM1 , zWFM2 from the WFM choppers to the
source and the minimum desired wavelength of the instrument λmin = λ1 which are
defined in Fig. 9.3. To calculate the chopper parameters, we start with the first frame
N = 1 and iterate through all six frames using the general equations given below.
The longest wavelength of each frame with index N (which is equal to the shortest
wavelength of frame N + 1) can be calculated using the equation:

λN+1 = tP + αλNzWFM1

αzWFM2

. (10.1)

Here, α = h/mn, where h is the Planck constant and mn is the neutron mass. By
using these variables we can calculate the chopper opening angles and phases of the
required choppers which were already introduced above. The angles can be calculated
using the corresponding times t0 to t5 introduced in Fig. 9.3. For clarity Fig. 10.1
shows a chopper disc and defines the angles Θ and the phase φ of frame N . An
exemplary second frame N + 1 is shown in addition.

141
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frame N

frame N + 1

θ

φ

∆φ

ω

Figure 10.1.: Illustration of a chopper disc with one window of angular width Θ
centred at the angle φ descring the phase as used in the text and in the calculations.
The small rectangular window (red) corresponds to the cross section of the neutron
guide.

10.1. Wavelength Frame Multiplication Chopper
The angles θN

WFM1
, θN

WFM2
and the corresponding phases φN

WFM1
, φN

WFM2
for a WFM

chopper disc can be derived from Fig. 9.3. For each subframe denoted by the index
N = 1 to N = 6 the angle and phase is given by

θN
WFM1

= θN
WFM2

= ωWFM(tP + α(λN − λN+1)zWFM1) (10.2)

φN
WFM1

= ωWFM(t0 + 1
2tP + 1

2α(λN + λN+1)zWFM1) (10.3)

φN
WFM2

= ωWFM(t0 + 3
2tP + 1

2α(3λN − λN+1)zWFM1) (10.4)

For the construction, the first subframe is created by choosing the minimum required
wavelength, the maximum distance of the WFM chopper discs and their position.
These base parameters, together with the instrument length, define the coarsest
resolution achievable in the WFM mode (see Eq. 10.1). Fig. 10.2 illustrates the
chopper discs of the WFM chopper pair as constructed using Eqs. 10.2 to 10.4. It
rotates at four times the source frequency as this is the largest integer multiple where
all wavelength frames still fit on one chopper disc as discussed above (see Fig. 9.6).
The positions were chosen to be 6.5 m and 7 m from the centre of the source.

The set of parameters calculated using the above equations and the current parameters
obtained after the optimisation process (which is described in the next section) are
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Figure 10.2.: Illustration of the WFM chopper discs as constructed using Eqs. 10.2
to 10.4. Left: first WFM chopper disc. Right: The second optically blind WFM
chopper disc. The labels (N=1) to (6) denote the corresponding wavelength frame as
described in the text. The red rectangle depicts the guide (beam) cross section at the
chopper position.

listed in the Appendix in Tab. A.6 and Tab. A.7. As will be shown, the optimisation
requires to decrease only some of the chopper windows for larger wavelengths by only
a few percent. The equations given above hence represent a rather accurate starting
point when developing such a chopper system.

From the definition of the angles used in our calculation (cf. Fig. 10.1) it can be
derived that the angular separation ∆φ between two subsequent chopper windows N
and N + 1 can be calculated by

∆φ = (φN+1 −
1
2θN+1)− (φN + 1

2θN) (10.5)

It is important to note that the angular separation should always be wide enough to
completely close the neutron guide cross section.

10.2. Frame Overlap Chopper
The initial Frame Overlap Chopper opening angles θN

FOC
and the corresponding phases

φN
FOC

can be calculated for any FOC at respective position zFOC by:

θN
FOC

= ωFOC(tP + α(λN+1 − λN)(zFOC − zWFM1 − zWFM2)) (10.6)

φN
FOC

= ωFOC(t0 + 3
2tP + 1

2α(3λN − λN+1)zWFM1

+ 1
2α(λN + λN+1)(zFOC − zWFM2))

(10.7)

Note that these angles and phases are calculated for the case where the chopper
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rotates at the single ESS source frequency. In a real chopper instrument, the finite
neutron guide cross section leads to finite rising and falling edges of the subframes.
Therefore, the actual chopper speed should be as large as possible. A high chopper
speed most efficiently restricts the subframes in time. The maximum speed that can
actually be used is given by taking the integer value of the fraction of the period
between two ESS pulses divided by the length of one complete six-frame pattern at
the WFM chopper position in time. The real angles on the chopper disc are then given
by the angles calculated above multiplied by this specific integer factor. Fig. 10.3
illustrates the five FO chopper discs as constructed using Eqs. 10.6 and 10.7.
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Figure 10.3.: The five frame overlap chopper discs on the path from source to de-
tector as constructed using Eqs. 10.6 and 10.7 in the text. (N=1) to (6) denote the
corresponding wavelength frame. The red rectangle depicts the guide cross section
next to the chopper.

Tab. A.8 to Tab. A.12 in the Appendix tabulate the calculated parameters describing
the five FO choppers.

As can be seen from the Fig. 10.3, the last two FO chopper discs take rather big
dimensions in order to function properly. As mentioned the large radii are required
due to the slow rotation frequency. They at least slightly compensate the resulting
edge effects in the transmission as a function of time.
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10.3. Band Pass and T0 Chopper
As discussed above for the proposed instrument modes, the band pass chopper (BP)
rotates at two different frequencies namely at the source frequency fESS in the three-
frame mode and at half of it in the six-frame mode. If only one disc should be used for
both modes the calculation needs to be done for the six-frame mode. As half of the
time window of the six wavelength frames will always be sufficient to pass any of three
subsequent subframes the calculated band-pass will generally allow the three-frame
mode.

The band pass chopper opening angles θBP and the corresponding phase φBP can be
calculated for the position zBP by:

θBP = ωBP(tP + α(λ3 − λ4 − λ2)zWFM1 + α(λ4 − λ1)zBP

+ αλ1zWFM2 + 2βcorr)
(10.8)

φBP = ωBP(t0 + α(λ2zWFM2 + λ1(zBP − zWFM2))) + 1
2θBP − βcorr (10.9)

where for better readability

βcorr = arctan
(

wguide
2RBP − hBP − wguide

)
(10.10)

is used in both formulas. The term βcorr represents the angle about which the chopper
needs to rotate in order to completely open or close the neutron guide window. The
width wguide of the guide window, the total chopper radius RBP and the height hBP
of the window in the chopper disc are used for the calculation.

Due to the slow rotation frequency of the choppers the band pass as well as the T0
chopper need careful considerations. The opening and closing time of the guide cross
section by the chopper is significant and was therefore accounted for in the Eqs. 10.8
and 10.9. More details on the derivation are described In Fig. 10.4 the band pass
chopper disc is shown on the left hand side. The parameters have been calculated
using the above equations.

The T0 chopper is meant to prevent high-energetic neutrons and gamma radiation
(including the so-called after-glow), which are emitted and would instantly arrive at
the detector during the time of the source pulse, from contaminating measurements
excessively. As the naming implies this chopper should hence be closed at t = 0
where the pulse is produced. It should be noted that also the neutron guide should be
shielded from these neutrons in order to reduce the otherwise resulting background
due to moderated neutrons and gamma radiation. It is assumed that guides upstream
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BPC T0

Figure 10.4.: Sketch of the chopper discs for (a) band pass chopper, constructed
using Eqs. 10.8 and 10.9 and (b) the T0 chopper using Eqs. 10.11 and 10.12.

of the T0 chopper at ESS will have metal substrates instead of otherwise used glass.
Hence, for the phase of the T0 chopper the thickness of the neutron guide walls are
also taken into account for the calculation as they cannot stop such radiation efficiently.
The opening angle (the inverse hammer size) and the phase are given by

θT0 = 2π − ωT0tp − 2 arctan
 wguide/2√

R2
T0 − (wguide/2)2 − hguide

 (10.11)

φT0 = 1
2ωT0tp − π (10.12)

The above formulas contain the width wguide and height hguide of the outer guide
dimensions (which means the guide window plus the guide walls). Furthermore, the
total radius RT0 of the T0 chopper and its frequency ωT0 together with the source
pulse length tp (for which the WFM chopper system is designed) are used.

The right hand side of Fig. 10.4 shows the T0 chopper cross section as calculated
using Eqs. 10.11 and 10.12. Instead of a disc as for common choppers the T0 chopper
is actually more a cylinder of at least 30 cm thickness. The parameters as calculated
from the above equations and as determined after the optimisation process for the
instrument ODIN are listed in the Appendix in Tab. A.5.



11. Results of Monte Carlo Simulations

The time-of-flight diagrams shown above do not take into account the finite beam
cross section and the true shape of the source pulse, which both imply that frame
overlap increases. However, an analytical description of these effects is complicated.
In order to work properly the chopper system needs to be optimised for the guide
system as well as to a more realistic neutron source. A conceptual sketch of the guide
system for the proposed instrument was already shown in Fig. 9.1. An elliptic guide
pointing towards the source extracts the desired neutrons and focusses the neutron
beam at a position of 6.75 m. This is the first possible (center) position for a chopper
pair and will be used for the pulse shaping WFM choppers. The neutron beam is then
defocussed using an elliptic guide part which ends up in a long straight guide section.
Along this path several gaps are introduced for the choppers. Around 34 m distance
from the centre of the source the straight guide is continued by a final guide section
which focusses the beam at the pinhole distance of 50 m from the source. The pinhole
will be adjustable to allow for different collimation values which is required for the
broad range of neutron imaging applications. The detector can be positioned between
52 m and 64 m from the source with a standard position of 60 m. Regarding these
conditions the guide system is far from an idealised system with infinitely small cross
section and the real source pulse will not be an idealised rectangular pulse. Therefore,
the theoretical instrument parameters require corrections which can most practically
be figured out using Monte Carlo simulations.

In order to optimize the chopper parameters under realistic conditions, the Monte Carlo
simulation package McStas (originally version 1.12c and later version 2.1, see [190])
was used. The full WFM chopper system as described analytically including FOCs and
the band pass chopper together with the neutron guide system has been implemented
into a virtual instrument in McStas. The calculations for chopper frequencies, opening
times and phases have been implemented as functions depending only on the base
parameters, as described above. A realistic pulse shape of the ESS source pulse as
shown in Fig. 11.1 has been taken into account in the simulations. This resulted
in a flexible virtual set up, where the different modes of operation but also different
parameters and geometries of the chopper system can be tested and further optimized.

The McStas standard ESS (cold and thermal mixed) moderator with the idealised
dimensions of 10x10 cm2 was used for the simulations. Although the divergence
effects may therefore not be perfectly realistic this should resemble at least the time
structure and the spectral properties to a sufficient accuracy. Fig. 11.1 shows the
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Figure 11.1.: Mixed cold and thermal ESS source spectrum as used for the McStas
simulations. High energy neutron wavelengths below 0.5 Å were not simulated as
they can essentially not be transported in the proposed guide system. The inset
shows the time structure of one source pulse which occurs at a rate of 14 Hz. The
pulse time used for the proposed chopper system is 2.86 ms. Adapted from [194].

wavelength spectrum of the simulated ESS moderator. Such a spectrum may be
produced by pointing the guide system towards both, thermal and cold moderator
of the source. A so-called bi-spectral extraction system as in Ref. [195, 196] will
be used for this purpose. In this concept the neutron guide is pointing towards the
thermal moderator and a number of neutron super mirrors (for a review see [123]) is
used to deflect cold neutrons originating from the cold moderator into the guide system.

The part of the source pulse which is used for the proposed instrument is 2.86 ms long,
the rising edge is rather short with about 0.13 ms while the falling edge continues
much longer with an exponential decrease. The pulse is repeated at a rate of 14
Hz. The inset in Fig. 11.1 shows the source pulse as simulated in McStas using a
realistic shape. The limited rectangular area shaded in blue corresponds to the part of
the source pulse which is used for the theoretical values of the chopper parameters.
These theoretical parameters are used as a basis for the optimisation process. Both
time-of-flight diagram as well as the wavelength spectrum are a result of the current
ESS base parameters (see Ref. [170]).

The guide system was originally implemented using a quadratic cross section of the
guides. It was shown that the height of the guides may be easily increased by several
percent in order to increase the illuminated detector area as well as the total intensity
without significant implications on the time-of-flight spectrum. Additionally, the asym-
metric guide cross section destroys some of the divergence gaps that are produced
due to the guides, resulting in a more homogeneously illuminated detector area. This
is shown in Fig. 11.2 where on the left hand side a position sensitive detector and a
divergence monitor for the symmetric (quadratic) guide cross section is shown and
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Figure 11.2.: Comparison of the detector homogeneity achieved using a quadratic
guide cross section of 9x9 cm2 on the left and an asymmetric guide cross section of
9x12 cm2 on the right hand side. Both guide systems show certain divergence gaps
which indicates that further optimisation of the neutron optics may be required after
finalising the chopper optimisation.

on the right hand side for the asymmetric cross section. Interestingly, the spatial
homogeneity seems to be improved for the asymmetric guide system which should be
investigated in more detail.

Using the analytically calculated chopper parameters leads to an overlap of the frames
in time as shown exemplary for the two neighboured frames (e) and (f) in Fig. 11.3a.
The intensity in the spectrum at the limiting wavelengths of the frames is thereby
increased as shown in Fig. 11.3b (red dashed lines in Fig. 11.3a and 11.3b). The
overlap arises due to the finite chopper speeds and guide cross sections which are not
taken into account in the analytical description. To optimize the performance of the
chopper system, the chopper windows can be decreased to achieve a separation of
the frames in time while at the same time providing a continuous spectrum. In this
context a certain amount of overlap can be accepted in the time gaps between two
subsequent frames where no data is acquired (compare Fig. 11.3a). Decreasing the
chopper window size then leads to a small intensity drop in the wavelength spectrum as
shown in Fig. 11.3b. It may be noted that the intensity in the simulations is given by
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the number of neutrons which are counted by the detector in a desired area which here
had the dimensions of 40x40 cm2. We have always simulated two subsequent source
pulses in order to investigate the occurrence of undesired wavelength contamination.
However, the intensity per time is automatically included by the source component in
McStas.

In general the optimisation required to reduce frame overlap needs to be done only
once for the six-frame mode (see Fig. 9.4b) since only the bandpass chopper frequency
and phase are changed to operate in the three-frame mode. Hence, the shape of the
transmitted spectrum is similar in the given wavelength range. The development of
the optimisation procedure was also part of a bachelor thesis [194] supervised during
this study and will be discussed in a subsequent publication [197]. Here the most
recent results of the ongoing optimisation process are shown.
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Figure 11.3.: Left: zoom into the time-of-flight spectrum showing the time gap
between the last two wavelength frames. The optimisation of the chopper system
requires a clear separation in time of the frames. The shaded area indicates the time
window where no data is acquired in such a chopper instrument. Right: In the wave-
length spectrum one can observe a drop in intensity in this time window. This is a
result of the optimisation procedure where the opening angles Θi of the correspond-
ing chopper windows are reduced.

In the following we show the simulations of the distinct modes of the instrument
to demonstrate the performance of the optimized chopper system and to show the
limitations given by the analytical calculations. We have configured the virtual
instrument to achieve a theoretical resolution ∆λ/λ = 0.93% corresponding to a
WFM chopper distance of 0.5 m, since this mode is the most difficult one to optimize.
The calculated chopper parameters as described in the previous Sec. 10 were used as a
starting point. Optimizing the chopper system for the coarsest resolution implies that
the same or even better performance is reached for finer resolutions. Fig. 11.4 shows
the resulting intensity vs. time-of-flight diagram and the corresponding wavelength
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spectrum for each foreseen mode of operation of the chopper system. The WFM
mode using six wavelength frames and every second ESS pulse is shown in panel 11.4a,
the setting with three frames using every ESS pulse is shown in panels 11.4b to 11.4e.
Panel (b) shows the results for the lowest accessible part of the spectrum i.e. the first
three frames (1 - 5.6 Å), in panels (c) to (e) the band pass chopper is used to access
the subsequent three frames respectively. Panel 11.4e shows the highest accessible
part (5.6 - 9.25 Å) of the spectrum corresponding to the last three frames.



152 11. Results of Monte Carlo Simulations

Figure 11.4.: Simulation results of the intensity vs. the time-of-flight (left column)
and of the wavelength spectrum (right column) for the distinct modes of the instru-
ment after the optimisation process as described in the text. (a) WFM mode with a
resolution ∆λ/λ = 0.93% using six subframes by skipping every second source pulse.
(b) to (e) WFM mode using only three subframes but every source pulse. (b) shows
the lowest part of the spectrum (1 - 5.6 Å). The band pass is used to access three
subsequent frames out of six. (c) starting with the second frame and (d) starting
with the third frame. (e) shows the upper part of the spectrum (5.6 - 9.25 Å) by
selecting the last three frames. The variable called "chopper_mode" which is shown
on the right hand side of each wavelength spectrum can be set in our virtual McStas
instrument in order to adapt the corresponding chopper parameters.
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For all modes the spectrum at the detector is continuous as desired. However, in the
WFM mode dips in intensity down to 20 % are visible at the limiting wavelengths of
the single frames. The dips in the spectrum and the slight overlap in time can be
explained by taking into account the optimisation procedure required due to the finite
chopper speed and the finite guide cross sections as explained in Fig. 11.3. In the
optimization process the chopper windows were decreased to an amount below the
detection limit within the statistics (we have used 1011 neutrons in McStas).

From a comparison of the intensities in the spectra in Fig. 11.4 it can be seen that the
intensity in the six-frame mode is half of the intensity of the three frame mode as only
one source pulse is used instead of two. The maximum around 3.5 Å is a result of the
incoming spectrum and due to the properties of the guide system. The time-of-flight
diagrams in the left column show a good separation of the single frames in time with
only slight overlap in the gaps between the frames where no data will be acquired.
Note that only two subsequent source pulses have been simulated, while actually a
continuous sequence of frames will be produced. As already seen in the spectrum in
the simulation, neutrons with the upper limiting wavelength (5.6 Å) of the selected
band will arrive almost at the same time at the detector as the shortest wavelength of
the subsequent three frames of the next source pulse.

For the natural-resolution mode of the instrument only the BP chopper is rotated while
the other choppers are stopped in an open position. The intensity vs. time-of-flight
and the wavelength spectrum for the different natural-resolution modes is shown in Fig.
11.5 on the left and on the right hand side respectively. In the natural resolution mode
a smooth spectrum is observed which is mainly shaped by the transport properties
of the guide system as can be seen in Fig. 11.5b. It can be observed that the
intensity for shorter wavelengths is significantly larger in the six-frame WFM mode
in Fig. 11.4a compared to the natural-resolution mode shown in Fig. 11.5a. This
is a result of the optically blind WFM choppers which effectively adapt the burst
time ∆t for each wavelength as described in Sec. 10.1 in order to achieve a constant
wavelength resolution. As this time window is smaller for shorter wavelengths, the
intensity at shorter wavelengths is more reduced in the WFM mode compared to the
natural-resolution mode.
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Figure 11.5.: Simulation results of the intensity vs. the time-of-flight (left column)
and of the wavelength spectrum (right column) for the natural-resolution modes.
The wavelength resolution ∆λ/λ scales linearly with λ in the range 10% down to
2% for 1 - 9.25 Å. Panel (a) shows the mode of operation where the BP chopper
is rotated at 14 Hz and all other choppers are stopped in an open position. Each
second source pulse is thereby skipped. In the panels (b) to (e) the BP chopper is
rotated at 7 Hz which allows to use every source pulse at the cost of bandwidth. As
for the WFM mode the wavelength band can be selected by adjusting the phase of
the BP chopper.
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The wavelength resolution of the different modes was determined from simulated data
using a fitting routine written in the programming language Python. A comparison with
the theoretically expected values as calculated for an ideal (and hence not optimised)
chopper system is shown in Fig. 11.6. The corresponding theoretical values ∆λ/λ
are shown in the caption. From the average wavelength resolution for each mode
(shown as a dashed horizontal line in each panel in Fig. 11.6) it can be seen that the
theoretical prediction overestimates the values slightly. However, this may be due to
the way the resolutions were determined.

(a)

(b)

(c)

Figure 11.6.: Simulation data were used to fit the resolution ∆λ/λ for three dif-
ferent distances (a) d=0.1 m, (b) d=0.3 m and (c) d=0.5 m of the WFM chopper
discs to each other. The expected resolutions for an idealised and unoptimised in-
strument would be for (a) ∆λ/λ = 0.19 %, for (b) ∆λ/λ = 0.56 % and for (c)
∆λ/λ = 0.93 %. It can be seen from the fitted data that the resolution has a slightly
lower value, i.e. it is finer than calculated for an idealised instrument. Small dips in
the wavelength resolution are observed on this scale only for the coarsest resolution
∆λ/λ = 0.93 %. The noise of the data for smaller wavelength is due to the rather
low statistics for this part of the spectrum.
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The reduced wavelength resolution in the simulated instrument compared to the
analytically calculated instrument may be for two reasons. First the optimisation
requires several windows of the frame overlap choppers to be decreased by a small
amount which decreases the effective burst time ∆t and hence reduces the value
of the resolution in particular for the wavelengths that are limiting the six frames 1.
This explains the small drops indicated by the vertical arrows. Furthermore, the slow
opening and closing times of the choppers are involved in these dips.

Therefore, the values in Fig. 11.6 were determined from a fit of a smeared rectangular
pulse to the intensity as a function of wavelength. The wavelength resolution was
then calculated by ∆λ/λ where the FWHM value was used for ∆λ. The smeared
pulse gives a good approximation although the theoretically expected value is derived
for a rectangular pulse and infinitesimally small guide cross section. The fitted wave-
length resolution is hence expected to be smaller than the theoretical resolution for an
unoptimised chopper system. The noise which can be seen in Fig. 11.6 for smaller
wavelengths is due to the rather low statistics in this wavelength regime.

An important aspect for an imaging beam line is of course the beam homogeneity
at the detector position. A position-sensitive detector was used to investigate the
behaviour separately for each frame. The results are shown in Fig. 11.7 for two
high-resolution WFM modes. The two resolutions were set by using WFM chopper
distances of 0.1 m and 0.5 m. This results theoretically in ∆λ/λ = 0.19% and
∆λ/λ = 0.93%, respectively. The intensity distributions at the detector position
were integrated over the corresponding wavelength band of each frame. It can be
seen that the WFM chopper system does slightly influence the spatial homogeneity in
particular the left-right symmetry of the intensity for all modes which is due to the
low rotation frequency of the frame overlap choppers. The grid pattern is mainly for
smaller wavelength which obviously suffer some divergence gaps. This basically means
that there is still room for further optimisation of the geometry of the guide system or
to use e.g. a graphite filter in order to smear out the divergence gaps.

1 It should be noted again that a small value of the bandwidth ∆λ/λ corresponds to a fine
resolution while a large value corresponds to a coarse resolution.
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∆λ/λ = 0.19% ∆λ/λ = 0.93%

Frame (a)

Frame (b)

Frame (c)

Frame (d)

Frame (e)

Frame (f)

Figure 11.7.: Simulation results showing the intensity on position-sensitive detectors
separately for each wavelength frame (a) to (f) in the six-frame WFM mode. The set
up was tuned for the lower and the upper resolution limit by adjusting the distance d
of the WFM chopper discs to each other. The left column corresponds to a theoreti-
cal bandwidth ∆λ/λ = 0.19%. The right column shows the results for a theoretically
expected value ∆λ/λ = 0.93%. For smaller wavelengths in particular for the finer
wavelength resolution a more pronounced inhomogeneity of the intensity distribution
due to the yet unoptimised guide system is observed.





12. Summary and Outlook

A WFM chopper system adapted to the requirements of an imaging beam line at the
ESS was discussed and optimised using an analytical model and Monte Carlo simula-
tions. The advantage of the chosen chopper concept with optically blind WFM chopper
discs is the constant but variable wavelength resolution over the entire spectrum and
the opportunity to investigate samples using a continuous range of wavelengths within
a single measurement (i.e. a multi-spectral analysis). That guarantees highest possible
efficiencies by resolutions tailored to the requirements of specific measurements. An
analytical description of the chopper parameters was given which completely models
the proposed instrument. Using these calculations a virtual instrument has been
implemented in the Monte Carlo software package McStas. The simulations allow to
take into account finite guide cross sections and rotation speeds of the choppers which
lead to frame overlap. The amount of contaminating wavelengths due to frame overlap
was successfully reduced to achieve the desired high resolution. The optimisation
was done by decreasing the size of the chopper windows by a few percent. This
optimisation is judged sufficient regarding the targeted imaging applications. Tab.
A.1 to Tab. A.12 in the Appendix tabulate the optimised chopper parameters for the
proposed neutron guide system.

This study predicts an outstanding performance of the instrument in the high reso-
lution (WFM) modes as well as in the natural-resolution modes and shows that our
optimisation procedure of the chopper parameters can successfully eliminate frame
overlap effects. According to the results the wavelength resolution in the WFM mode
is not expected to be perfectly constant over the entire wavelength band in a real
instrument. This is due to the optimisation steps that affect the time window where
the choppers pass the neutron beam. Since a reduction of the chopper windows will
shorten the time where a wavelength at the limits of each frame would pass, the
wavelength resolution is expected to be smaller (i.e. finer) than the average value
in these regions. However, these variations in the resolution can be considered as
negligible compared to the insufficient statistics in the affected wavelength regimes
and could also be accounted for in measurements. In summary the discussed chopper
system shall be implemented in the multi-purpose imaging beam line ODIN at the
ESS. However, other types of instruments could certainly benefit from the constant
but tunable wavelength resolution.
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A. Appendix

A.1. ODIN Chopper Positions, Dimensions and Frequencies

chopper position z
T0 9.0 m
BP 11.86 m

WFMC 1 6.5 m
WFMC 2 7.0 m

FOC 1 8.5 m
FOC 2 11.84 m
FOC 3 16.49 m
FOC 4 22.97 m
FOC 5 32.0 m

Table A.1.: Positions of the chopper discs, measured from the centre of the source.

chopper outer radius r
T0 0.3 m
BP 0.4 m

WFMC 1 0.35 m
WFMC 2 0.35 m

FOC 1 0.4 m
FOC 2 0.5 m
FOC 3 0.6 m
FOC 4 0.9 m
FOC 5 0.9 m

Table A.2.: Outer radii of the chopper discs including the height of the window.

189



190 A. Appendix

chopper window height h
T0 0.09 m
BP 0.08 m

WFMC 1 0.07 m
WFMC 2 0.07 m

FOC 1 0.08 m
FOC 2 0.10 m
FOC 3 0.11 m
FOC 4 0.11 m
FOC 5 0.11 m

Table A.3.: Height of the chopper windows, measured from the outer radius.

chopper frequency f = ω/2π
T0 2 · fESS = 28 Hz
BP 1.5 · fESS = 21 Hz (six frames)

3 · fESS = 42 Hz (three frames)
WFMC 1 4 · fESS = 56 Hz
WFMC 2 4 · fESS = 56 Hz

FOC 1 3 · fESS = 42 Hz
FOC 2 3 · fESS = 42 Hz
FOC 3 2 · fESS = 28 Hz
FOC 4 1 · fESS = 14 Hz
FOC 5 1 · fESS = 14 Hz

Table A.4.: Frequencies of the chopper discs.
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A.2. ODIN Chopper Opening Windows and Phases

Chopper T0 BP
θ 310.86◦ 127.7◦
φ 195.07◦ 95.0◦

Table A.5.: Opening angle θ and phase φ for the T0 and the BP chopper.

WFMC1 frame N=1 2 3 4 5 6
θcalc 6.48◦ 10.14◦ 13.53◦ 16.69◦ 19.61◦ 22.33◦
θopt 6.48◦ 10.14◦ 13.53◦ 16.69◦ 19.61◦ 21.88◦
φcalc 90.16◦ 139.51◦ 185.33◦ 227.87◦ 267.38◦ 304.07◦
φopt 90.16◦ 139.51◦ 185.33◦ 227.87◦ 267.38◦ 304.29◦

Table A.6.: Chopper angles for WFMC1 as calculated and after the optimisation.
Only the last frame N = 6 was slightly changed due to an undesired wavelength
contamination.

WFMC2 frame N=1 2 3 4 5 6
θcalc = θopt 6.48◦ 10.14◦ 13.53◦ 16.69◦ 19.61◦ 22.33◦
φcalc = φopt 96.64◦ 149.65◦ 198.86◦ 244.56◦ 287.00◦ 326.40◦

Table A.7.: The chopper angles for WFMC2 were used as calculated.

FOC1 frame N=1 2 3 4 5 6
θcalc 13.72◦ 15.83◦ 17.79◦ 19.61◦ 21.29◦ 22.86◦
θopt 13.72◦ 15.83◦ 17.79◦ 19.61◦ 19.80◦ 20.12◦
φcalc 82.64◦ 130.94◦ 175.78◦ 217.42◦ 256.08◦ 291.98◦
φopt 82.64◦ 130.94◦ 175.78◦ 217.42◦ 256.83◦ 293.36◦

Table A.8.: Chopper angles for FOC1 as calculated and after the optimisation.
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FOC2 frame N=1 2 3 4 5 6
θcalc 33.44◦ 34.14◦ 34.79◦ 35.40◦ 35.96◦ 36.48◦
θopt 33.44◦ 34.14◦ 34.79◦ 35.40◦ 34.16◦ 34.65◦
φcalc 105.27◦ 172.58◦ 235.08◦ 293.12◦ 347.01◦ 397.05◦
φopt 105.27◦ 172.58◦ 235.08◦ 293.12◦ 346.83◦ 397.14◦

Table A.9.: Chopper angles for FOC2 as calculated and after the optimisation.

FOC3 frame N=1 2 3 4 5 6
θcalc 40.60◦ 39.76◦ 38.98◦ 38.25◦ 37.58◦ 36.95◦
θopt 40.60◦ 39.76◦ 38.98◦ 38.25◦ 36.45◦ 35.85◦
φcalc 91.18◦ 153.70◦ 211.76◦ 265.67◦ 315.73◦ 362.21◦
φopt 91.18◦ 153.70◦ 211.76◦ 265.67◦ 315.17◦ 362.77◦

Table A.10.: Chopper angles for FOC3 as calculated and after the optimisation.

FOC4 frame N=1 2 3 4 5 6
θcalc 33.05◦ 31.72◦ 30.49◦ 29.34◦ 28.27◦ 27.28◦
θopt 33.05◦ 31.72◦ 30.49◦ 29.04◦ 27.42◦ 26.19◦
φcalc 60.22◦ 103.78◦ 144.23◦ 181.79◦ 216.67◦ 249.05◦
φopt 60.22◦ 103.78◦ 144.23◦ 181.64◦ 216.24◦ 249.60◦

Table A.11.: Chopper angles for FOC4 as calculated and after the optimisation.

FOC5 frame N=1 2 3 4 5 6
θcalc 50.83◦ 48.23◦ 45.81◦ 43.57◦ 41.49◦ 39.55◦
θopt 50.83◦ 48.23◦ 44.89◦ 41.39◦ 36.51◦ 36.78◦
φcalc 80.61◦ 141.31◦ 197.67◦ 250.01◦ 298.61◦ 343.74◦
φopt 80.61◦ 141.31◦ 197.22◦ 249.36◦ 298.19◦ 345.12◦

Table A.12.: Chopper angles for FOC5 as calculated and after the optimisation.
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